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Executive Summary

In the twenty-first century, when software has become a key force in daily life and its malfunctioning can threaten the public health, safety, and economic well-being, the challenge is to ensure that the quality of software systems is the highest possible. This report presents an approach to analyzing poor quality software systems, by examining their effects, the nature of their defects, and the causes of these defects. A broad theory of quality management is applied to evaluating the quality of software, and broad concepts of total quality management and six sigma are related and applied along with such concepts such as the prevention and detection of defects and estimations of reliability.

Four principles of high-quality software are developed. The first principle is that metrics for the evaluation of quality and other, associated targets need to be defined for each stage of the development life cycle for software. Second, a method for the management of quality is essential to keep the process of improvement going forward. Third, experience, expertise, and training in the planning and use of testing procedures focused on quality also are essential. And, fourth, whether or not a software system meets its requirements should be determined by independent agents—neither the developers, who were paid to produce the systems, nor the technology vendors, who sell off-the-shelf products, have the objectivity required for impartial review.

The report concludes with an analysis of the benefits of a good, comprehensive program for testing the quality of a software program, in particular, the benefits of using independent experts to manage the quality of the program.
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Chapter One

Introduction

In the twenty-first century, software has become a key force in daily life. Software controls nearly all the devices on which business, education, health systems, and family and recreational activities depend. When these devices work properly, people glide through their daily routines, unaware of the presence of the devices. But when, as happens all too often, a computer-controlled device fails, owing to either a permanent or a transient defect, then, in a markedly unpleasant way, people become aware of their dependence on software. Malfunctioning traffic lights can cause collisions that result in injuries, even fatalities. Improperly programmed medical devices can lead to an incorrect diagnosis or to improper treatment regimens.

For the most part, software glitches are the result of human error. Software systems do not write themselves. The human mind translates a need into functional requirements and useful code. The challenge is to ensure that a product of quality emerges from the process of developing the software.

The first step toward this goal is understanding what quality is. According to the dictionary, quality is “the degree of excellence that a thing possesses.” Quality is, undoubtedly, a subjective measure. To define the benchmark of a product’s quality requires an understanding of the expected benefit of that product. In producing a product of quality, the goal is to build a product that fulfills the user’s “perception of quality.” This goal can be achieved by implementing techniques of thorough and nuanced communication and verification throughout the life cycle of the product that will ensure that the desired requirements have been specified, that these requirements are met in the form of agreed-on deliverables, and that the final product meets the user’s original expectations. Insufficient communication can undermine the core definition of what the product is to look like in its highest form of quality. If the various stakeholders do not agree on the benefits and requirements of the product, achieving a unified perception of quality among them will prove practically impossible.1

Once a software product or system has been built, testing is used to measure the perceived quality. Although there is no objective measure for quality and it is impossible to know the actual quality of a software product, testing can yield an informed assessment of quality.2

---

What, then, is quality software? It needs to fulfill the expectations of users and of rigorous requirements; it needs to be sufficiently free of defects, tolerant during operation of various error conditions, and delivered on time and within budget; and it needs to be maintainable.\(^3\)

Why is such quality so hard to achieve? Software systems have mushroomed from thousands to hundreds of millions of lines of code and, along with this complexity, systems have become error-laden. As of this writing, 80 percent of the costs of software development go toward identifying and correcting “bugs,” yet the systems produced still have more defects than any other products sold today.\(^4\) One key aspect of the poor quality of software is the effect of thorough testing and management on the process of producing software. This report proposes a set of management principles that can contribute to the development of software of high quality.

In Chapter Two, the problem is defined, its effect is described, and concepts of quality management are reviewed. In Chapter Three, how software defects occur and how they can be detected and corrected are analyzed, along with the costs of correcting software defects and the issue of software quality in regulated environments. Although the focus is on management and testing for quality, the concept of “designing for testability” is also addressed (the broader topic of sound design principles is beyond the scope of this report).

In Chapter Four, four principles of management for quality are presented that support the development of high-quality software, and their potential benefit is described. These principles were developed specifically for application to the quality of software, and their use will go a long way toward the development of software of better quality. The application of these principles to an existing framework, such as total quality management or a capability maturity model, can lead to even better results.

Chapter Five is a discussion of the use and value of independent testing along with a case study of the use of independent quality management. Chapter Six summarizes the benefits of the quality programs discussed in this report.

\(^3\)Software QA Testing Resource Center.

Chapter Two

Background: Definition of Problems and Current Concepts of Quality

2.1 Analyzing Systems of Poor Quality

The first step toward solving a problem is to comprehend the problem and how it is manifested in the real world. Achieving software of high quality requires a thorough understanding of the ways that current software systems fail.

2.1.1 Systems That Do Not Satisfy Users’ Functional Requirements

A poor quality system is one that does not satisfy its users’ requirements. The requirements define the function that is to be built into a product, including suitability, accuracy, and interoperability, as well as other nonfunctional requirements. The nonfunctional requirements include security, privacy, performance, modifiability, and compliance with relevant regulations and standards in the product’s domain (sections 2.1.4 to 2.1.6).

The specification of a product’s functional requirements is the itemization of what the product will do, that is, the product’s operational features. The essential aspect of the quality is the capacity of its operational functionality. A system that does not fulfill its users’ expectation that the product will be useful and its process accurate for a particular task will be perceived as a product of poor quality. Equally important is the need for it to be interoperable with existing operating systems, relevant software products, and hardware components.

An important challenge in testing functionality is to overcome the tendency to test features in isolation, which often may mean ignoring the interactions among features. This is a problem, because even though a product is used for a particular task, its functions are not isolated from other functions. To simulate real-world use, testers need to use task-centric testing.

2.1.2 Unreliable Systems

A key issue with regard to the quality of software is the system’s reliability. A reliable system performs its functions in the environments for which its use was specified. Reliability depends on how the system handles errors, its tolerance of faults, its scalability, and its ability to recover. Other aspects of reliability include the ability to counteract bugs or deviations, prevent episodes of failure, or recover from a failure even when the workload exceeds initial expectations. A system that does not resist failure and cannot easily recover from errors or failures is not a system of high quality.

For example, the Food and Drug Administration (FDA) recommends both risk analysis for software for medical devices and control methods that are focused on mitigating the risks in a specific product. The analysis and control should be performed for the entire device as well as for
its major subsystems and components—that is, the focus should be on software, hardware, and biomedical materials. If a hazard in a medical device is linked to its software, the likelihood of an adverse occurrence will be directly related to the failure rate of the software. Risk-reduction techniques need to be used to control the severity of adverse events, among them building systems that will resist failure and have the ability to manage or, at least, recover from failures.¹

2.1.3 Systems Difficult to Use

The developer organization, which is building the system, needs to identify the end-users of the product and all the relevant stakeholders. A high-quality product comprises a set of features that can be easily understood, an operation that can be mastered rapidly, and operation that requires minimal effort of the end-user. A system that is difficult to use poses several problems: uncertain feedback after the user has entered input, ambiguous prompts, unreasonable demands on the user’s mental calculations, language or acronyms that are unfamiliar, no capacity to query for critical inputs, and illogical or cumbersome control or input sequences.² A system that poses these problems lacks usability and will be perceived by the end-user as a product of a low quality.

Usability is particularly important for software used in medical devices. Among the failures documented by the FDA was a radiation device that functioned improperly because the user failed to input a dosage. Because the software did not query the user, no default value was displayed and no warning alarm sounded. Another documented case concerned a monitor for use with newborns that did not sound an alarm for a very high heart rate that increased beyond a certain level of measure; as a result, the patient was injured and required emergency care.³

2.1.4 Inefficient Systems

Performance includes the speed at which the software carries out its tasks and responds to the user’s commands or requests as well as the ability of the software to use resources, such as computer processors, internal memory, disk storage, communications devices, and so on. A system that lacks the ability to provide scalable performance will not work well when it is moved from the realm of development and testing into a real-world environment, where load is an issue. Sometimes performance can be improved by adding more resources, but providing them affects the operational cost of the system and may render its continued use uneconomical. In the worst case, it may be impossible to provide the necessary additional resources, and the system will need to be replaced or substantially redesigned and modified.

²Ibid., 26-27.
³Ibid., 27.
2.1.5 Systems Lacking Proper Security

It is perhaps an understatement to say that today’s world offers many security challenges, and an important aspect of a system’s quality is its ability to provide adequate security. There are many levels of security and there are specific security objectives. For example, financial systems need to protect the integrity and confidentiality of the transactions they are processing and of the accounts and identities of the parties making the transactions. Many systems need to provide a “nonrepudiation” mechanism, so that the legitimacy of a transaction cannot later be denied by the person who entered it. Industrial and commercial systems need to protect themselves from attacks that could limit their availability. Military systems are even more sensitive in this regard.

Developing software systems for regulated industries necessarily involves dealing with issues of regulatory compliance. Legislation such as the Health Insurance Portability and Accountability Act of 1996 (HIPAA) may raise critical security and privacy requirements. Without password protection and well-designed, well-tested encryption algorithms, a system could be vulnerable to inappropriate and unauthorized access to records and illegal modification of sensitive data, such as patient reports and clinical data.

2.1.6 Systems Difficult and Costly to Maintain

The ability to maintain a software system easily is important to the quality of the overall system, because all systems undergo significant change during their life cycles. Within six months of their initial release, many systems require a “release 2” to provide functionality missing from the first release or to correct defects that arise when users find it difficult to envision or express clearly what they want in the requirements. The maintainability of a system can be affected by many factors—high-level architecture and design, adherence to standards, the stability and quality of the development team, among others.

From the perspective of quality management, a system can be more easily maintained if it is properly documented, both at the stage of the requirements analysis and throughout the process of development. Documentation is a key to the ability to analyze, maintain, and alter existing systems, as required. Too often, however, developers build systems as if reexamining the code or the processes will never be necessary and in this way create substantially more work for themselves (or their successors), when maintenance or the development of a later version is needed.

Testability is central to quality. If a system cannot be tested, there is no final assurance of its quality before the customer uses the system. The proper requirements analysis and documentation are vital for good testing to take place, as is the implementation of an iterative process that is woven through the development life cycle. Because these allow early detection of bugs in the software, testing has a role in the attainment of quality software, rather than being simply a tool used to measure quality. Equally important is a product’s stability during development, testing, and its subsequent customer use.
2.1.7 Systems Difficult to Interface with or Port to New Environments

In real life, systems need to evolve. External factors may dictate that the system will be moved (ported) to a new environment, and new applications of the system may impose a need for an interface with new systems or devices. A product of high quality will easily be ported to new environments, and its technology and architecture will be usable—or reusable—there, without any major need for a “rewrite” or redesign that might undermine the quality of the system. The adaptability of the technology, ease of installation on new platforms, conformance with existing standards, and the ability to replace components with new or improved systems all are vital. The ability of a system to interface with existing or future software systems and to work compatibly with external components and configurations is of great importance. Systems that lack such capabilities when circumstances require them are systems of poor quality. Portability and the ability to interface easily with other systems are particularly important in relation to Web services, which are a growing information-processing paradigm, in which processing components need to interoperate dynamically. A well-behaved Web service will interoperate successfully with all other Web services, in combinations that cannot be tested in advance of performance.

The issue of the interface is particularly important, for example, in software for medical devices. All external accessories—including software to use in planning radiation treatment, drug library editors for infusion pumps, and software to analyze the results of electroencephalographic testing—are governed by the same quality requirements as the primary software system. These external accessories include also components that accept data from users and modify them for input into a medical device and components that accept data from the device and present them to the user. The ease with which this interface is accomplished is vital to the functioning of the device and to the system’s overall quality.

An example of the importance of portability is a security product, such as for encryption or authentication. Such products run in many environments, but these may not all be known when the products are initially developed. For this reason, the design and implementation of the product need to be capable of future implementations in new environments with the use of techniques that straightforward and will not require changes to the installed base for compatibility and interoperability.

2.2 Economic and Human Effects of Systems of Poor Quality

Studies conducted in the past few years examined the economic effects of the failure of software systems. A study commissioned by the National Institute of Standards and Technology of the U.S. Department of Commerce found that software bugs cost the economy approximately $59.5 billion annually, or the equivalent of 0.6 percent of the U.S. gross domestic product.

---

4Ibid., 30-31.

5Ibid., 26-27.
Ultimately, these costs are distributed to software vendors and users, with roughly 60 percent of them borne by the user. The same study found that although all errors cannot be removed from a software system, an estimated $22.2 billion, or a third of the cost of the errors, could be eliminated if the developers’ testing infrastructure were improved to allow them to be identified earlier which would make correction more effective. The savings would be achieved by uncovering errors closer to the point of the system’s introduction into use, thus minimizing the complexity of removing the errors and the effort required to remove them. In most environments in which software is developed, more than 50 percent of errors are discovered late in the development cycle or often not until the software has been deployed.

Financial losses occur when faulty software is deployed. In 1999, for example, the Hershey Food Corporation deployed a $112 million order-management-and-distribution platform, which had been developed over a period of two and a half years. When the system began to delay orders, Hershey could not make crucial deliveries of Halloween candy and lost an estimated $120 million in sales.6

Such substantial financial losses pale by comparison with the potential for damage caused by bugs or errors in a system used in a regulated environment such as the pharmaceutical industry or the medical-device industry. There such software glitches or accidents within systems that consist of complex interactions between components and activities can lead to injury and death. One widely noted accident related to software affected the use of a computerized radiation therapy machine, the Therac-25, a medical linear accelerator that was designed to deliver high-energy beams that could destroy tumors with minimal effect on the surrounding healthy tissue. Between June 1985 and January 1987, six accidents were found to have occurred that were connected with the use of this machine and that resulted in injury and death. The Therac-25, unlike earlier versions of this technology, required less space to reach comparable energy levels, and, unlike previous models, it was not only more compact but also easier to use. Unlike earlier systems, it was software-centric—the device was designed to take full advantage of computerized controls for maintaining safety, and the safety interlocks and mechanisms were software-based and not duplicated in the hardware. The user interface, however, proved not to be foolproof. It permitted operation in modes that were dangerous to the patient.

In the six accidents, massive overdoses of radiation were delivered during the treatment of patients. In the first accident, in 1985, at the Kennestone Regional Oncology Center, in Marietta Georgia, burns developed during follow-up treatment with radiation in a 61-year-old patient who had undergone a lumpectomy. The patient felt a burning sensation and immediately reported it to the radiology technician. On examination, her breast and arm did not show external signs of a burn, but an inquiry after the treatment found that the patient had suffered a serious radiation burn.

---

that required surgery to remove her breast and resulted in the complete loss of use of her shoulder and arm on the affected side.\footnote{Nancy Levenson and Clark S. Turner, \textquotedblleft An Investigation of the Therac-25 Accidents,\textquotedblright\textit{ IEEE Comp.} \textbf{26}, 7 (July 1993), 18-41, [On-line]. URL: \url{http://courses.cs.vt.edu/~cs3604/lib/Therac_25/Therac_1.htm}.} Better quality control of the interlocks and the user interface might have prevented this outcome.

In the manufacture of pharmaceuticals, errors in software that can make the manufacturing process unreliable can result in the spoiled manufacture of batches of precious chemicals as well as heavy financial losses. There are long-term consequences when a company cannot fulfill orders and customers are alienated and, if alternative products are available, they choose to use them, as well as immediate economic effects. There is also always the risk that an error that goes undetected will put faulty chemicals or drugs into circulation. Because core manufacturing processes generally are actively monitored for quality control, what is more liable to occur is a defect in the software that controls the documentation and labeling of the product would allow, for example, an incorrect expiration date of a drug to be entered, so that patients would receive drugs that were no longer effective. The potential outcome could be serious illness and death.

The failure of industries regulated by the FDA to meet that agency’s quality standards can result in warning letters, fines, the closing of plants, and delays in approval of important new products. Failures resulting from inadequate or inappropriate techniques of software development could lead to the delivery of unsafe drugs or life support. When information about a product is incomplete, what is missing can lead to life-threatening situations such as misdiagnosis and the selection of an inappropriate treatment.

The severe human and economic effects caused by defective software are real. They can happen to any organization, and to any product. Because software design is fundamentally a human activity, there can be no guarantee that it will be error free.

\section*{2.3 Related Concepts}

A rigorous discussion of software quality requires those discussing it to be familiar with both software development and the quality of software as specific disciplines and knowledge domains.\footnote{A review of these areas in depth is beyond the scope of this report.}

\subsection*{2.3.1 The Software Development Life Cycle (SDLC)}

The system development life cycle, known also as the software development life cycle, is the sequence of phases that any system goes through, from the initial planning activities (concept phase), through developmental phases (specification, design, implementation, which may be
called the coding or construction phases, to integration, and the final operation of the product. Although there are other names for these phases, there is general agreement about the content of each phase.

An understanding of the software development life cycle is critical to the discussion of software quality, and, because the issue of quality arises in any and all stages of the cycle, appropriate testing and other quality evaluation procedures are necessary at each stage. This life cycle is applicable both to custom-developed software and to the implementation of commercial, off-the-shelf software applications. The targeting and customization of a package to a specific business situation need to be specified, designed, implemented, and integrated. The work products of each of these phases need to be tested and evaluated for quality.

2.3.2 Quality Assurance (QA)

The discipline of quality assurance can be applied to many domains. For software, quality assurance is applied to the development of the software. In general, quality assurance comprises the methods and procedures used to enforce internal rigor in the quality of the processes—by the monitoring, control, review, evaluation, and regulation of the stream of deliverables produced in these processes. The chief role of software quality assurance is to act as an internal watchdog.9 The focus of quality assurance is to make sure that work products adhere to the relevant standards; quality assurance allows the results of the process to be reported to the participants, their managers, and, often, their customers.

2.3.3 Total Quality Management (TQM)

Total quality management is an all-encompassing management philosophy that was developed by W. Edwards Deming10 in the early 1990s. At its core is a focus on continuous improvement of the process. Total quality management is achieved in many steps11 that are taken primarily in the realm of organizational culture. For example, a statement of purpose needs to be created and published; a new philosophy needs to be learned and adopted; leadership needs to be adopted and instituted; fear needs to be driven out; trust and a climate in which innovation can occur both need to be created; barriers need to be broken down; teams working toward the aims and goals of the overall enterprise or project need to be optimized; slogans, exhortations, and targets for the work force need to be eliminated; numerical quotas for the work force need to be eliminated; dependence on inspections to achieve quality need to cease; the practice of awarding business on the sole basis of price need to be ended; barriers that rob workers of their pride in

---

10 See, for example, URL: http://www.deming.org/.
11 Lewis, 285.
their workmanship need to be removed; training need to be instituted; education and self-improvement for everyone need to be encouraged; and, most important, the system of production and service need to be improved, both constantly and forever.

The successes achieved with the use of total quality management are recommendations for applying it elsewhere, such as in the production of software. The last point—the need for constant improvement to the process of production—is crucial. There are five steps in the process: thoroughly understanding the product requirements, assessing the product against those needs, understanding what makes a process less than perfect, improving the process to eliminate these problems, and repeating these steps, again and again.

2.3.4 Six Sigma

Six sigma is a vision of quality in which quality is equated with the achievement of a rate of no more than 3.4 defects per million opportunities for a product or service transaction. An “opportunity” is defined as a chance for nonconformance or, put another way, for not meeting required specifications. To achieve six sigma means executing key processes nearly flawlessly. Six sigma represents a goal that can be achieved with the application of various techniques, some of which are described in the next sections.

Design for six sigma (DFSS) is a systematic method that requires tools, training, and measurements to bring the design of products and processes up to the customers’ expectations and to produce the design at the level of six sigma quality (section 3.2.4).

2.3.5 ISO 9000

The International Organization for Standardization (ISO), which is located in Switzerland and has members from more than 120 national standards bodies, was established in 1947 to develop international standards in many areas. ISO 9000 is a set of quality management standards that currently include three quality standards—ISO 9000:2000, which consists of requirements, and ISO 9001:2000 and ISO 9004:2000, which consist of guidelines. All three are sets of process (not product) standards.

The ISO 9000:2000 standards apply to organizations, including software development organizations, that need to develop a system of quality management to meet the new ISO 9000 standards. The purpose of the ISO 9000:2000 standards is to control and improve the quality of products and services, reduce costs associated with poor quality, and help an organization to become more competitive. Organizations may choose this path simply because customers expect them to do so or because a government body has made the choice mandatory.

---

Implementation of the ISO 9000 family of standards begins with a gap analysis—that is, an analysis to identify the gap between the new ISO 9001:2000 standard and an organization’s processes. After the analysis, steps can then be taken to fill these gaps, in order to comply with the new ISO 9001:2000 standard, and also to improve the overall performance of the organization’s processes. Auditing and registration of ISO 9000 compliance can then ensue.

ISO 9000 is important because it is oriented to systems. An ISO 9000-based quality management system will institutionalize the correct policies, procedures, records, technologies, resources, and structures to lead to the development of a culture and attitudes that will support achievement of world-class quality.

### 2.3.6 Verification and Validation

There are dictionary definitions of the words “verification” and “validation,” but in relation to systems that need to meet specific government standards, such as those of the U.S. Department of Defense, the FDA, and the Federal Aviation Administration (FAA), the following definitions are used in this report.13

Verification is an iterative process that is aimed at determining whether the product of each step in the development cycle of software fulfills all the requirements required of it by the previous step and is internally complete, consistent, and correct enough to support the step. In the language of the FDA, verification comes under the rubric of validation. Validation, strictly speaking, is the process of running the software on the designated hardware and then comparing test results to the performance that is required, in order to establish objective evidence that the design specifications and their implementation conform to user needs and to the intended use of the software (for the FDA’s requirements for validation, see section 3.5).

### 2.3.7 Common Criteria for Secure Computer Systems

The security of an information system is a critical aspect of its quality. There is an agreed-on framework for evaluating security, called the common criteria.14 These criteria both define general concepts and principles for evaluating the security of information technology (IT) and present a general model to use for evaluation. The criteria include constructs for expressing the security objectives of IT, selecting and defining the security requirements for IT, and writing high-level specifications for products and systems. The common criteria address security functional requirements by establishing a set of components that express in a standard way what the requirements are for targets of evaluation. They also deal with assurance requirements by establishing a set of components that express in a standard way what the security requirements are for the targets of evaluation (the systems being evaluated for security).

---

13Lewis, 7-8; see also [http://www.iso.com](http://www.iso.com).
2.3.8 Capability Maturity Model (CMM)

The capability maturity model was developed by the Software Engineering Institute to characterize and measure rigorously the ability of an organization to generate high-quality systems. The model is based on work by Watts Humphrey at the International Business Machine Corporation, who was trying to adapt and implement Deming’s “continuous improvement cycle” (section 2.3.3) for software development. The fundamental insight of the capability maturity model is that software development organizations generally have many impediments to continuous improvement that need to be systematically removed. The capability maturity model represents how organizations develop and change so that development practices can be transformed from an ad-hoc, undisciplined state into disciplined processes capable of predictable results.

The capability maturity model defines five levels of maturity at which the implementation and institutionalization of several clusters of practices (process areas) occur that contribute to the development capability at each level (see Table 2-1).

2.3.8 Team Software Process (TSP)

Although the capability maturity model provides a powerful framework for improvement, its focus is necessarily on what organizations should do, not on how they should do it. Many organizations that used the capability maturity model had difficulty applying its principles. The personal software process (PSP) and the team software process (TSP) provide a road map for organizations and persons to use to achieve high performance. The PSP provides guidance for how individual engineers can improve their performance; the TSP extends and refines the capability and the methods of the PSP to guide engineers working in development and maintenance teams. The model and the methods show engineers how to build a self-directed team and how each person can perform as an effective team member. They also show management how to guide and support the teams and how to maintain an environment that fosters high performance by a team. The principal benefit of the TSP is that it shows engineers how to produce quality products for planned costs and on aggressive schedules by showing them how to manage their work and by making them owners of their plans and processes.15

In summary, the various approaches to the quality of software have had some positive effects, but the problem of ensuring quality remains unsolved. There are many reasons that this is the case—technical, cultural, managerial, and educational.16 The approach here to the quality of

---


16This subject is beyond the scope of this report.
software is from the perspective of management and testing, and next focuses on defects in software.

Table 2-1
The Capability Maturity Model

<table>
<thead>
<tr>
<th>Maturity Level</th>
<th>Process Focus</th>
<th>Characterization</th>
<th>Improvements Implemented</th>
</tr>
</thead>
<tbody>
<tr>
<td>5. Optimizing</td>
<td>Change management</td>
<td>Continuously improving practices</td>
<td>Develop change infrastructure, Evaluate and deploy improvements, Eliminate causes of defects</td>
</tr>
<tr>
<td>4. Quantitatively managed</td>
<td>Capability management</td>
<td>Quantitative understanding and control</td>
<td>Manage processes quantitatively, Establish capability baselines</td>
</tr>
<tr>
<td>3. Defined</td>
<td>Process management</td>
<td>Common engineering processes</td>
<td>Establish improvement infrastructure, Identify required software processes, Define common software processes, Deploy and manage processes, Collect process-level data, Provide organizationwide training, Coordinate with nonsoftware groups</td>
</tr>
<tr>
<td>2. Repeatable</td>
<td>Project management</td>
<td>Repeatable practices</td>
<td>Manage requirements, Plan and track projects, Manage suppliers, Manage product configurations, Measure projects, Assist and assure policy compliance</td>
</tr>
<tr>
<td>1. Initial</td>
<td>None</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3.1 Understanding Defects

A common theme in the discussion of approaches to quality in software in the previous chapter was the identification, introduction, and instituting of development processes that will improve the quality of the products at each stage in the life cycle of development. This chapter looks at this theme from the other side, by characterizing the defects that reduce the quality of a software system. Understanding the categories of defects and the ways in which these defects arise means understanding the ways in which different methods of ensuring quality can be applied to prevent defects from occurring in the first place and to locate and eliminate defects after they have been introduced.

The terms error, fault, and failure are often used interchangeably, but their meanings are different. An error generally signifies an action or an omission by a programmer that causes a fault. A fault is a defect that causes a failure. A failure is the departure of a program operation from its requirements. The term defect is used here mean any one of these.

The problem of defects in software is looked at holistically here, with several objectives: to measure the quality of the work at each stage in the life cycle of software development; to identify and mitigate potential problems or deficiencies before they can be introduced into the design or code; to ensure that at each stage the desired quality has been achieved before the next stage has begun. The solution to the problem of defects is not to identify and remove the bugs from the software system after the fact. Because formally proving that programs are correct has been shown to be an intractable problem, whether or not the last bug has been eradicated cannot be known.1 Many types of problem or deficiency can affect programs (see Table 3-1). More examples or permutations could be included than those mentioned here, of course, but the point of the list in the table is that defects can be generated in the software at any point its life cycle—during specification, design, development, implementation, or integration—and a variety of possible causes may lead to the system’s failure to function correctly. Each phase in the life cycle requires quality control and the use of appropriate methods of testing (see Chapter Four).
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Table 3-1

Problems and Deficiencies That Can Affect Software Development

<table>
<thead>
<tr>
<th>Problem Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>The stated functional requirements may not reflect what users of the system desire or need. In this case, the program code may correctly implement the requirement, but the written requirement is faulty.</td>
</tr>
<tr>
<td>The system performs all functions correctly but takes too long to do so or uses too many resources, so that the characteristics of performance are unacceptable.</td>
</tr>
<tr>
<td>The system performs all functions correctly but it is not intuitive, and poor ergonomics reduce its effectiveness, leading to excessive user errors and poor business productivity.</td>
</tr>
<tr>
<td>Logical errors in the system architecture that defines relationships among the components (e.g., how they share data or processing steps), so that, although individual components operate correctly, the system as a whole fails to comply with the functional requirements.</td>
</tr>
<tr>
<td>Flaws may occur in the program code of a specific component, because the programmer misunderstood the requirement: the programmer may have correctly understood the requirements but misunderstood the technical details of the system or the programming language; the programmer may have failed to account for all combinations of situations and inputs that the program may encounter; or programmers did not code instructions accurately, as they had intended.</td>
</tr>
</tbody>
</table>

3.2 Detecting Defects, Estimating Reliability, and Instituting Preventative Action

Dynamic software testing is the process of exercising a software system to make a determination regarding specification fulfillment and performance in the environment in which the software is intended to be used. The specification is crucial to this process, because the correct behavior of the software needs to be defined clearly so that incorrect behavior—failure of the software because of faults in the source code—can be identified. If failure should occur, the code developer needs to diagnose its cause by comparing the actual output with the specified and therefore expected output. The limitation of dynamic testing is that the code needs to have been written before the testing can be performed. Static testing can begin during the requirements phase, and thus it complements dynamic testing. Static testing comprises such techniques as conference-room pilots, design walk-through, and use-case analysis, to ensure the quality of the requirements specification and design, even before coding begins.

Testing activities can be directed toward three distinct but interrelated goals: defect detection, reliability estimation and preventive action, which are discussed in the next three sections.
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2A conference room pilot is an event, conducted like a seminar, at which business users and designers of the system to be developed meet to develop the models for the business processes that will use the intended software, evaluate the software functionality, identify software gaps, and refine the configuration of the software.

3Use cases are sequences of user interactions with the software system which, taken together, represent all the ways in which ordinary users are expected to use the system. Use-case analysis is the process of determining the set of use cases involved, so that a test program can be designed to exercise them.
3.2.1 Detecting Defects

The detection of defects can be divided into three general categories on the basis of the point of detection: early detection of defects, process defects, and product defects. In early detection, errors are detected before a new system build takes place—that is, during unit and module testing. Defects detected early are the ones most easily corrected, because their effect is more isolated than that of defects detected later.

Defects detected between the point of a new system build and the delivery of the system to the customer—that is, during integration testing—are called process defects. Process defects require a longer correction cycle than defects that are detected earlier. The faulty unit(s) or module(s) need to be corrected and retested; then a new system build needs to be performed, and the integration test repeated.

Defects that are not detected until after delivery to the customer are product defects. They generally require a two-step correction. First, a patch needs to be prepared that can be communicated and made available to customers, who usually download it from an Internet site—a process that creates some potential vulnerability from exposure. Second, the underlying modules need to be repaired for the next full or interim (“service pack”) release of the software.

3.2.2 Estimating the Reliability of the Software System

In most software development departments, fault detection and defect detection are the norm, but, because exhaustive testing generally is not feasible, detection testing usually notes only the presence of flaws but not their absence. The goal of a testing program is not merely to eliminate bugs, because one can never be sure that the last bug has indeed been eradicated, but, rather, to characterize accurately the quality and reliability of the system being developed. The system can be accurately characterized through the use of a comprehensive testing program that is applied to all stages of the life cycle of software development.

Estimating the reliability of the software means estimating the probability that the software will provide failure-free operation in a particular environment for a specific period of time. The common measure of reliability is the mean time to failure, that is, the average interval between failures. The probability of failure is defined as the probability of a software failure on the next input event. These two measures can be related by determining the frequency with which inputs are executed.
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A key challenge in estimating the reliability of software is to develop accurate operational profiles that will represent the inputs a system will encounter during its lifetime. The profiles may be defined and collected for systems that operate in specific industries or those with long histories, although with some difficulty. For most shrink-wrapped software products, operational profiles are almost impossible to guess. How a variety of users who are using a range of products, each with its own unique features, will behave cannot be known. Some uses might depend on the user’s level of expertise, professional responsibility, or personal preferences. To make matters worse, failures do not have an equal effect. Some failures are catastrophic and lead to death or injury, whereas others are more benign, such as misspelled words in system messages. Without a set of good operational profiles, it is difficult to ensure that the testing program will address a large enough proportion of the system’s intended operations.

From a mathematical perspective, the precision of a reliability estimate depends on the number of test cases that are run. The tradeoff is between the value of obtaining a more precise estimate and the cost of a large testing program. Simply increasing the number of tests may not improve precision, if the additional tests fail to exercise additional parts of the operational profile. An alternate method is to compute the convergence of the testing process, by comparing the rates at which new bugs are discovered and the old bugs are repaired. If the tests cover the operational profiles adequately, convergence—shrinking the total number of the remaining bugs—can be used as a surrogate measure of the reliability.

Owing to limitations on time and resources in most testing organizations, the division of time and resources to be used for defect detection and estimating reliability becomes an important consideration. Before resources can be allocated for the detection of bugs, the testing team needs to attempt to perform an analysis to estimate the quality, or the degree of error, in the product. The analysis is intended to reduce uncertainty and enable the product managers to make decisions about allocating resources to remove defects, include or remove other features, and about the timing of the initial and subsequent releases of the software.

3.2.3 Preventive Action

Also of importance in planning testing is determining the appropriate point at which to begin testing. When testing is viewed as part of improving quality after the fact, it becomes the last defense before the developer makes the system available to the end-user. At that point, the tester is forced into the position of an assessor of quality, rather than a facilitator of it, because time is short and real changes are too costly. For testing to have a useful effect, the designing of testing needs to begin before the coding. In addition to preventing bugs, early designing of testing
permits the identification of problems in the user interface and in usability, when adjustments are more economical.6

When the planning of testing, analysis, and design takes place early in development (another aspect of static testing), they have been shown drastically to improve the quality of software specifications, because using software requirements at this point can generate questions that will reveal any ambiguity and incompleteness, when changes and corrections are relatively cheap. Software specifications and code can be refined by their use early in testing. Testers can build models to show the consequences of the specifications and thereby draw the attention of analysts, developers, salespeople, and customers to the consequences of the design and requirements decisions. Use of these models early in the development process allows key stakeholders to recognize the need for changes in the design and requirements when it is economical to make them.7 When information on test design is available early, it can be useful in design inspections and in testing by the developer.

Preventive action, along with detecting defects and estimating reliability, is crucial to establishing a quality-focused organization that has high-quality development processes. Preventive action can provide quantitative feedback for a concerted, lasting focus on process improvement. To ensure the existence of such organizational practices, the testing professionals within the company need to make sure that the relevant data and measures are transmitted back to the development professionals, who, when they see the unintended consequences of their activities, will learn to improve these activities and avoid comparable mistakes. To this end, detailed measures, analysis, and reporting are important. User feedback when the product is in the field, which allows testers and developers to see whether the reliability estimation is accurate, is also important. Preventative action is key to achieving software of good quality and needs to be part of every aspect of the process of its development.

3.2.4 Designing for Testability

A number of design techniques contribute to making software testable. One is the division of a system into modules, each of which has a well-defined task and well-specified inputs and outputs. Modules are easily tested, because it is not difficult to develop a set of test data that exercise all the module’s functionality. With the increasing complexity and difficulty of the module, the designers and testers will be less likely to understand it and the test cases will be less likely to cover expected uses of the system, with the result that the tests may fail to exercise the system’s defects. The challenge in designing for testability is to maintain control of the
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architecture and design of system’s components and modules throughout development in order to prevent the product from exceeding the point of effective testing.

This need is especially pertinent to Web services, which are based on the use of interoperable components. Web services can be commercially profitable only if their components are reliable both individually and in the various invocation combinations. Standard taxonomies (repositories of metadata definitions) and a standard ontology (metadata definitions with the associated business rules) are increasingly used to prevent an unwieldy expansion of component logic.

Another way to simplify a software component, or module, is to relegate a large portion of the logic to tables and other similar data structures. The result is leaner logic code, which is easier for developers and testers to understand and, thus, makes it easier to design an effective test set. The tables are generally devoid of procedural logic and can be directly mapped to the requirements or the design specifications during the developmental phases (construction, review, and testing).

For example, a means to test input data to ensure its validity can be embedded in the application logic or relegated to the environment—the database management system. If testing for validity is embedded in the software, then whether or not the application logic is correct is tested throughout the application. If the assertions about the value of data validity are checked in the metadata that drives the database management system, the validity can be tested more efficiently, more thoroughly, and more definitively, because the assertions are declarative rather than procedural—that is, they describe the attributes the data must have, rather than how they are to be used—and can therefore be mapped directly to the requirements specification and design documents produced in early phases of development.

The need to design for testability also surfaces later, in the maintenance phase. Every subsequent release of the software typically adds new requirements or modifies existing ones. When the changes are reflected in the application logic, they increase the complexity of the modules. Because of this increasing complexity, programmers lose the ability to comprehend how all the code works, and the changes will have unintended consequences. The programmers’ inability to understand the module increases the difficulty of properly specifying tests for it, and, as a result, the reliability of the software suffers. The software becomes brittle and fragile, until the only recourse is replacement. Thus, software can be said to die of old age.

But in software designed in a table-driven style, the changes can be focused on the content of the table, which can closely track the revised requirements and design specifications. If modules are kept simple and small, adding new functions to them can be handled by adding new modules, rather than by increasing the complexity of a module. Although it is not possible for all applications to be designed with tables, such a design—that is, a simpler design—is a worthwhile objective.
Designing for testability can also be achieved by layering the functions. By grouping functions into logical layers, the layers are kept independent of one another, and each layer can then be tested more thoroughly because there are fewer combinations and permutations of inputs to test. When a particular layer needs to be modified, that layer can be tested more easily by itself (and a final integration test will ensure that the layers and modules still work together). This design principle parallels the procedure of internal and external auditors when creating systems of internal and external control. In such systems, auditing procedures are independent of the controlled process, so that the auditors can verify that the controls are in place and being properly used (section 5.6).

Designing for defensive programming means designing tests for conditions that should not arise but nevertheless often do. By designing these tests, failures can be anticipated, and the system can be made to fail “gracefully”—it will either reject the unanticipated input and cycle back to the next input, or it will terminate, with a useful error message. In this way, the developers can understand why a defect occurred and repair the faulty code or logic. Not all failures can be anticipated, and even the most defensively programmed systems encounter situations that “break” them (that is, result in a “nongraceful” termination).

The involvement of testing professionals from the beginning of the design cycle can ensure that the designs will incorporate the latest and best approaches for testability. Design is a human work product, and good design requires teams of well-trained, competent designers, whose qualities affect the quality of the software being developed. Are these people focused on business? Are they good communicators? Are they empowered? business savvy? technically savvy? Without the involvement of people with these qualities, any protocol or collection of methods is lifeless.8

3.3 Costs of Correcting Defects in the Software

The potential costs of poor quality software systems discussed in Chapter Two were affected by the costs and liabilities generated by malfunctions in the software. But defects in the software are costly also in terms of the effort and resources required to repair them. These costs are more straightforward to measure, because in most cases the activities of development (and maintenance) can be closely tracked.

A general rule of thumb is that the cost of correcting an error increases by an order of magnitude with each successive stage of the software development life cycle. If the cost of correcting a specification error is $100, then the cost of identifying and correcting the same error at the design stage will be $1000, and the cost of identifying and correcting it at the implement-
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8Many other good design techniques exist that can improve quality, but they are beyond the scope of this report. The discussion here is limited to techniques that support effective testing and the correlation of requirements, design, and implementation.
ation stage will be $10,000, and in the final integration, $100,000. The cost of identifying errors after the system is in production needs to include both material costs (of correcting the error and distributing the correction to users) and the immaterial loss of reputation that has material effects.

In *Independent Verification and Validation*, Robert O. Lewis presented a post-hoc analysis of the cost of correcting defects in a real-time military application consisting of more than a million lines of code. From that analysis, Lewis drew the conclusions shown in Table 3-2. Lewis also observed that that 62.5 percent of all the errors discovered during testing and integration were latent errors in requirement and design, and that 89 percent of the requirements faults were of one of the following types: inadequate information about operating rules; inadequate performance criteria; incompatible requirements; inadequate environmental information; inadequate system mission information. Within the design faults, at least 85 percent existed as one of ten types of processing or data errors.

### Table 3-2

**Lewis’s Conclusions**

<table>
<thead>
<tr>
<th>Phases of Software Development Life Cycle</th>
<th>Average Cost of Error Correction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requirements</td>
<td>$200</td>
</tr>
<tr>
<td>Design</td>
<td>$500</td>
</tr>
<tr>
<td>Testing of coding and unit</td>
<td>$977</td>
</tr>
<tr>
<td>Integration and testing</td>
<td>$7136*</td>
</tr>
</tbody>
</table>


*This amount represents the 25 percent uncertainty bounds.

These data tell an unambiguous and not too surprising story: that identifying and correcting errors during the stage of the software system’s development life cycle where they are generated can substantially reduce the overall costs of development. According to Lewis, “If the developer…had concentrated on the 15 out of 76 error types that caused 85% of all latent requirement and design errors discovered during integration, this effort could have saved over 50% of the total cost of integration changes…or about 20% of the total cost of integration…[or] 9% to 11% of the total cost of the program.”

The elimination of considerable effort in the later phases of development does more than save dollars; it allows compression of time frames, which produces the business benefits of accelerating the deployment of the system. Thus, the business

---


case for appropriate testing early in the development life cycle translates into lower development costs and greater business value.

3.4 Agile Programming

Several emerging software development methodologies, generally characterized as either lightweight or adaptive, have as their conceptual basis the recognition of the difficulty that many organizations have in implementing full-scale, “heavyweight” methodologies (which are rigid enough to require unnecessary activity) and the recognition of the cost issues discussed in section 3.3. Proponents of these methods point to the unpredictability of the process of software development, beginning with the difficulty organizations have generating correct, complete, and stable system requirements. If, despite efforts to test the requirements early in the development life cycle, the requirements change, the development process will inevitably be longer and more costly than projected.

Among the new approaches that have emerged are agile development and extreme programming (XP). These approaches divide projects into very small pieces, each of which can be fully developed and tested in weeks (or, at most, a few months). The premise is that successive stages of development will produce the system that both users and a business actually need.

In a direct response to the cost issues described in section 3.3, these approaches include testing before coding as the only cost-effective way to deal with the dynamic nature of distributed computing, in particular, in the Web services environment. The tests as well as the resultant code are to be developed iteratively, so that when the code has been completed, the test is complete as well and in each iteration the code always needs to pass the test.

To date (mid-2003), these new approaches have been shown to work well when used by relatively small development teams (of fewer than 40 developers) and in rapidly changing business situations. Whether they can be applied in large environments remains to be seen.

3.5 FDA-Mandated Software Validation

A validation program is intended to produce documented evidence that will provide assurance that a specific process will consistently result in a product that meets predetermined specifications and has certain quality attributes.

When a system is to be used, say, in the manufacture of a pharmaceutical product, the definition of validation necessarily includes the proper interpretation and application of the FDA's Good Manufacturing Practices, so that the manufacturing facility will consistently meet or exceed the practices required. Validation applies to systems, processes, and programs that support the manufacturing process.
In Regulation 21CFR Part 11, the FDA established requirements for the use of electronic records and electronic signatures in systems that are subject to validation, to establish the accuracy and authenticity of the records and signatures and provide for long-term preservation of records. Because the FDA's validation rules describe how the stages of a design life cycle need to be documented, they address more than the testing stage. For example, during a validation inspection, specification and design documents are examined to demonstrate that a reasonable process of software development has been followed. Test plans and test results also are examined.

But inspections can be pro forma. The assumption of the rules seems to be that following a reasonable development process will “provide a high degree of assurance that a specific process will consistently produce a product meeting its predetermined specifications and quality attributes.” It is possible, however, to follow a process formally without achieving a “high degree of assurance” of its ultimate performance.

The system Lewis examined (Table 3-2) was a military system, not a pharmaceutical or medical-device system. But the program involved in its development used a formal software development life cycle, followed formal quality procedures, and was examined by an independent verification and validation group. There is no question that the work products of the various developmental phases would have complied with the FDA's validation requirements; had the agency’s inspectors examined the system, they undoubtedly would have passed it. Yet more than half the errors Lewis found in the integration and testing phases were latent requirements and design defects. There was no actual assurance that all the system’s defects were discovered and corrected—only the system’s eventual failure on the battlefield would have exposed these latent defects. Thus, questions arise: Is this a validated system? Does it have “a high degree of assurance that its development process did produce a product meeting its predetermined specifications and quality attributes”?

Validation is similar to software quality assurance as an internally focused discipline that comprises a “set of methods and procedures that enforce internal rigor in the software development process.” Internal rigor is commendable and a step in the right direction. It may even help an enterprise to pass inspection according to the FDA’s requirements for validation. But internal rigor will not guarantee that the resultant system works correctly all the time (there are no such guarantees). Companies and individuals who rely on the particular system for medical or commercial purposes remain at risk should it fail.

From the perspective of the FDA, the final defense of validated systems is that they need to retain an operational history that tracks and records all operational anomalies. This process should eventually discover systems that are not operating correctly, and the faults should then be corrected. Yet a system can be put into operation although even after validation by the FDA’s requirements it is not operating completely correctly. A well-designed program of testing that
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11Part 11 of Title 21 of the Code of Federal 19 Regulations; Electronic Records; Electronic Signatures.
tests all phases of the software development life cycle for the quality of the work products can generate a very high degree of assurance that the system will meet its predetermined specifications and quality attributes. And such a program can ensure that the system will comply with the FDA’s validation requirements.

The crucial point is that the testing program cannot be pro forma. It needs to address the content being developed in each phase. Its requirements need to be examined in depth, for consistency and completeness of the functional objectives, operating rules, performance criteria, and environmental criteria. The design needs to be tested against the requirements as well as for adherence to good design principles. Unit testing and code review need to be conducted by experts who are familiar with the requirements and design and are qualified by experience to identify actual or potential problems with the implementation chosen by the developers.

Many pharmaceutical companies assume that the cost of developing a validated system is double that of developing a nonvalidated one. The cost-doubling is unnecessary and is the result of an ill-conceived quality philosophy on the part of the companies. The costs of a full testing program can be recouped by the dramatic lowering of the need for—and therefore the cost of—reworking in the later phases of the software development life cycle. If the quality management program and the testing program are proper and comprehensive, meeting the specific requirements of the FDA will not add much to the final cost.

The FDA imposes requirements that go beyond the specific needs of high-quality software. It requires the “demonstration of quality broadly and publicly.”12 This is a reasonable expression of government responsibility for the health and welfare of its citizens, but one that adds to the cost of the validated system. The FDA requires, for example, that the test documentation include such details as the recording of all test values (not just an indicator of pass or fail), which imposes an incremental work load. But the bulk of the FDA’s validation process involves documenting that the software development process is well controlled, which is what a proper program of quality management is all about.
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12Personal communication.
The description here of four fundamental principles of software quality management that software development organizations should follow to produce higher-quality software-system products does not put forward a specific, quality-related program that a company might adopt. High-quality software can be developed without the use of a formal laboratory or clinical program, a total quality management program, or a six sigma vision. But the value that can be obtained by following the general thrust of these programs is indisputable. Software development is a business process that needs to be subjected to continuous improvement. It needs to be both a repeatable process and one with effects that management can measure.

A consequence of the view that software development is a business process is that quality needs to be viewed as a business requirement, with well-defined cost and risk targets. Although nearly unlimited resources can be devoted to a quality management system, for most (maybe all) organizations, this is neither sensible nor practical. Instead, quality can be regarded as a risk management initiative, with a twofold goal: first, the risk of system defects needs to be lowered below a predetermined threshold; and, second, additional resources should be expended only if the business value of the higher quality of the software exceeds extra quality costs. On the one hand, the quality of mission-critical systems, the failure of which could endanger human lives, should be the highest possible. Videogame software, on the other hand, might be permitted to fail. The issue is whether the rate of failure would lead to a competitive disadvantage and the loss of revenue or profit.

The discussion of the types of metrics used to measure the quality of software opens with the description of metrics appropriate to each phase in the software development life cycle and of methods for setting targets and proceeds to a discussion of the overall process of quality management, the need for trained professionals for assessing quality and for testing, and then to such organizational issues as the independence of quality and testing organizations.

Related to this discussion is the need for active management of the process of development by both the business executives and the IT executives. There are checkpoints, and there is a series of decisions to be made at the conclusion of each phase of development. An oversight committee needs to be established, which has the responsibility and is accountable for these decisions, and the rank of its members needs to be commensurate with the business benefits, costs, and risks of the system under development. Management, from the executive level down, needs to reject the
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notion that because software faults are inevitable in any complex system, producing defective software is acceptable.

The discussion of the thorough testing required in all phases of the software development life cycle is very important, but these elements have been noted elsewhere. What is new is the way information about and the discussion of the management process, the need for professionals to assess quality and perform testing, and the need for independence are brought together in the discussion here. The discussion begins with the need to define quality metrics and the associated targets for each stage of the software development life cycle.

4.1 Principle 1: Measure Quality during Each Phase of Development

Requirements Specification. The ten criteria and metrics for evaluation of the quality of a software system for the requirements specification phase of the software development life cycle are listed in Table 4-1. Their purpose is to ensure that the resultant system will satisfy the expectations of the end-users. Although many of the criteria cannot be determined algorithmically, a three-point scoring system can be devised as a way for the users, developers, and independent testers (internal and external) to assign a score to each criterion. If the quality of the product of the requirements specification phase is only “average,” then the resultant system is unlikely to achieve a higher score and, indeed, is liable to contain serious defects. The business and the IT management need to establish a checkpoint that will prevent a project that does not meet the standard of the quality phase from proceeding to the next phase, which is the design phase.

The objective of the metrics and criteria is to ensure that requirements are correct and can be implemented as planned and to identify requirements that need to be modified, added, or deleted in order to attain a suitable requirements specification. The targets need to reflect the objectives. A simple scoring system (with scores ranging from A to C) can be used. The standard for passing might be the following: all grades need to be at least B; a C forces reworking to fix the problem. Of ten possible grades—one for each of the ten criteria or metric—five need to be A (but if a weighted average is used, the total score needs to be at least A−).

Design. In the design phase, critical decisions are made concerning the organization of the system, the standards and tools to be used, and the way the system is to function. The criteria and metrics for evaluation of the quality of the design need to address the key elements listed in Table 4-2. The objectives of the metrics and evaluation criteria for design are to ensure that the design will comply with the requirements—that is, that it is consistent, complete, correct, and can be
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Table 4-1

Ten Criteria and Metrics for Evaluating the Requirements of a Software System

<table>
<thead>
<tr>
<th></th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Are the requirements clearly and completely stated? Are the terms well</td>
</tr>
<tr>
<td></td>
<td>defined, precise, and consistent? Are the definitions based on a</td>
</tr>
<tr>
<td></td>
<td>standard ontology or taxonomy or, at least, a fully documented ontology</td>
</tr>
<tr>
<td></td>
<td>or taxonomy?</td>
</tr>
<tr>
<td>2</td>
<td>Are the requirements complete? Is a use-case analysis included?</td>
</tr>
<tr>
<td>3</td>
<td>Do the requirements adhere to all appropriate standards?</td>
</tr>
<tr>
<td>4</td>
<td>Do they incorporate external specifications, e.g., global requirements</td>
</tr>
<tr>
<td></td>
<td>of the enterprise?</td>
</tr>
<tr>
<td>5</td>
<td>Have they been confirmed by means of quantitative analysis, modeling,</td>
</tr>
<tr>
<td></td>
<td>simulation, rapid prototyping, or benchmarking, among other means?</td>
</tr>
<tr>
<td>6</td>
<td>Do they reflect the social and cultural context of the intended user</td>
</tr>
<tr>
<td></td>
<td>community, so that the system is likely to be integrated into their</td>
</tr>
<tr>
<td></td>
<td>business practices?</td>
</tr>
<tr>
<td>7</td>
<td>How easy will it be to construct tests to validate that the requirements</td>
</tr>
<tr>
<td></td>
<td>are being met? What tests will be run?</td>
</tr>
<tr>
<td>8</td>
<td>How clear are the secondary objectives, e.g., logistics support,</td>
</tr>
<tr>
<td></td>
<td>personnel and their training, delivery requirements, among others?</td>
</tr>
<tr>
<td>9</td>
<td>Are there alternative system definitions that might deliver more</td>
</tr>
<tr>
<td></td>
<td>efficient or more effective solutions?</td>
</tr>
<tr>
<td>10</td>
<td>What are the primary risks? What risk mitigation strategies are included?</td>
</tr>
<tr>
<td></td>
<td>Are the risks manageable?</td>
</tr>
</tbody>
</table>


implemented; and to identify design elements that need to be modified, added, or deleted in order to attain a suitable design specification. The targets need to reflect these objectives. A scoring system can be used that is similar to the one used for the requirements specification phase. In the design phase, however, adopting a numerical score is appropriate, because the quality of design represents a continuum, whereas requirements are better scored as either pass or fail. In the design phase, as in the requirements phase, a checkpoint needs to be set at the end of the phase in order to prevent a project with a quality of design that is lower than the target from being carried into the implementation phase.

**Implementation.** The metrics to be used for evaluation of the quality of the implementation phase (Table 4-3) need to address the system code and the methods used to produce it, as well as the documentation. Good grades for these aspects of quality ensure that the software system will operate as planned and that it can be maintained during its life cycle.

The objectives of these metrics and evaluation criteria are to ensure that the software will comply with the design, that it is consistent, complete, correct, resource-efficient, well organized, and well documented, and to identify code elements that need to be modified, added, or deleted in order to attain a suitable implementation. The targets need to reflect these objectives. A scoring
Table 4-2  
Criteria and Metrics for Evaluating the Design of a Software System

<table>
<thead>
<tr>
<th>Can all the requirements be traced in the design? Can all aspects of the design be traced to some requirement? This is the time to create a traceability matrix that will initially relate requirements to design elements and eventually should relate them both to elements of implementation and integration.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are the system interfaces correct and complete?</td>
</tr>
<tr>
<td>Are the data flows correct and complete?</td>
</tr>
<tr>
<td>Are the control flows correct and complete?</td>
</tr>
<tr>
<td>Are the algorithms correct and complete?</td>
</tr>
<tr>
<td>Is the database design correct and complete?</td>
</tr>
<tr>
<td>Is the user interface design correct, complete, convenient to use, and easy to learn?</td>
</tr>
<tr>
<td>Are the resource requirements (processing speed, memory and disk allocations, etc.) within acceptable limits?</td>
</tr>
<tr>
<td>Were other design alternatives considered? What criteria were used to select the winning design?</td>
</tr>
<tr>
<td>Does the software development plan conform to relevant standards? Is it appropriate for the design?</td>
</tr>
<tr>
<td>Risk assessment: What are the primary risks? What are the risk mitigation strategies? Are the risks manageable?</td>
</tr>
</tbody>
</table>

---

Table 4-3  
Metrics for the Quality of the Implementation Phase

| Is the code consistent with the design in relation to both the metadata and algorithms? |
| Does the code conform to specified standards? |
| Were all the specified tools used and used appropriately?* |
| Is the logical structure correct? |
| Are the data elements and names used in the code consistent with the data dictionary? |
| Are the sample inputs and outputs used by the programmers in their unit testing appropriate, complete, and correct? |
| Do the coded algorithms conform to the design specification? |
| Are the resource requirements of the functioning code consistent with the design projections? |
| Were the correct versions of all system tools (compilers, databases, operating systems, etc.) used? |
| Is the software library well designed and controlled? Were appropriate procedures followed for release and version control? |
| Were all necessary documents produced? Are they properly archived? Are they readable and understandable? Have they been updated as the software has been updated? |

*Static analysis tools can help in this regard.
system can be used that is similar to the one used for the design phase, with one major difference: if a defect is discovered during the design phase, it needs to be repaired at the point of discovery. But isolated defects—those with effects that do not extend beyond the specific module—that are discovered during implementation may be corrected later, in the integration phase, where it is likely that others also will be found. This approach reduces the overall cost of eliminating defects.

The management checkpoint at the end of the implementation phase is not an absolute “go-or-no-go” point, but it is critical to the management of known faults. A clear, shared control document (or database) is needed that lists exceptions, work plans to resolve them, target dates for resolution, and progress in accomplishing goals.

**Integration.** The integration phrase is focused on the actual software and how it performs, rather than on methods, tools, libraries, and so on. Yet at this point, the methods and tools need to be under control and libraries need to be updated, even though the focus is on is whether the system executes the desired commands and functions in the desired way (Table 4-4).

<table>
<thead>
<tr>
<th>Table 4-4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Criteria for Evaluating the Quality of Integration</strong></td>
</tr>
<tr>
<td>Does the system meet all the functional requirements, all the performance requirements, all the environmental requirements?</td>
</tr>
<tr>
<td>Is the user interface suitable? Can users use the system efficiently? Can they learn it easily?</td>
</tr>
<tr>
<td>Does the system fail gracefully—that is, does it respond in a reasonable way when presented with invalid inputs or instructions? Are data lost if the computer is suddenly stopped? After a failure, how difficult is it to restore the databases and the system’s inputs?</td>
</tr>
</tbody>
</table>

In the integration phase, the complete subsystems (systems integrated from component modules) and the entire system are tested. The test plans need to be designed and constructed in advance; to ensure that the translations of requirements into design and, then, into software were correctly performed, the tests should be based on the original requirements specification. If a new system is replacing an old one, then other parallel operations need to be performed, to compare results obtained by the new system to those obtained by the old one.

The traceability matrix, a tool that correlates specific requirements with associated design elements, code elements, and test cases, needs to be developed incrementally during the phases of the software development life cycle. It is an important asset for use by the development team, because it enables the repair of defects during the integration testing with only a small risk of introducing new ones into other, related portions of the system.

The evaluation of the results of the integration tests is more complicated than the evaluation of those of previous phases. The question at this point is whether or not the system is ready for
production. Both the functional and the performance requirements need to be categorized as essential—that is, if these requirements are not met, the system cannot be used—or as optional—that is, the system can be used even if some modification may be needed for it to be judged fully ready for production.

These judgments are often difficult to make. A system that is almost functional but imposes a considerable burden on its intended users may result in a degraded business performance, dissatisfied customers, and lost revenue for the developer’s business—and the losses can be permanent. Whether to put the system into operation is a decision to be made by the business; the software development and testing teams should be very clear in their presentation to the executives, to enable them to make as informed a decision as possible. Table 4-5 presents a possible structure to use to present the benefits, costs, and risks associated with a system. The executive decision of whether or not to proceed (go or no-go) may depend on a few key factors, so the presentation of the factors needs to be carefully organized. The factors need to be carefully and clearly identified in the presentation, which needs to be focused on them and, secondarily, on the activities that are needed to support every potential decision. In the integration phase, as in the implementation phase, a tracking mechanism needs to be established to track known exceptions, so that the system will conform to the specified requirements in a reasonable time.

Table 4-5
Possible Structure for Presentation of Benefits, Costs, and Risks of the System

<table>
<thead>
<tr>
<th>Question</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Which new functions work? What is the business benefit of these functions?</td>
<td></td>
</tr>
<tr>
<td>If there is a delay in putting the system into operation (e.g., because regulatory requirements or contractual agreements have not been met), what are consequences for the developer and for the user?</td>
<td></td>
</tr>
<tr>
<td>What does not yet work? How can the business circumvent these missing functions?</td>
<td></td>
</tr>
<tr>
<td>How efficient will the users be? Do staffing levels need to be adjusted for the use of an interim system?</td>
<td></td>
</tr>
<tr>
<td>What are the projected costs?</td>
<td></td>
</tr>
<tr>
<td>How efficient will the system be? Are the customer’s hardware resources adequate to use the new system?</td>
<td></td>
</tr>
<tr>
<td>Should additional resources be obtained for use of the interim system?</td>
<td></td>
</tr>
<tr>
<td>What is the risk of failure of the new system? If failure should occur, what contingency plans are in place?</td>
<td></td>
</tr>
</tbody>
</table>

The list in the table indicates the evaluation metrics to be applied to a system as its development proceeds through its life cycle. The organization developing the system needs to build a database of these metrics for all its projects, in order to be able to identify needs and opportunities for improving its processes. The choices listed in the table need to be applied consistently (for which reason they will be scored) and across the developer’s organization. In some instances, the metrics and scoring may seem burdensome, even inappropriately so, but the value of creating good metrics that will apply organizationwide is high, and all future projects
will benefit from their creation. This aspect of the total quality management program is a major theme of the principle 2 (section 4.2).

This discussion is focused on the initial development of a software system, but almost all systems undergo subsequent development as changes in a business and in technology create the need for new releases of the software. Managing changes to the system is itself an important organizational skill, as various phases of the software development life cycle need to be revisited. If the initial development was well managed and appropriate documentation was created, then the subsequent development cycles will benefit from the investment in them. This benefit accelerates as the system goes through production, because without the rigorous development and attention to quality, the system would become unstable.

The development of a useful, coherent program of measurement to be applied as testing to the full software development life cycle can derive substantial benefit from guidance by professionals who can focus exclusively on the evaluation and testing of software. Their experience across a wide variety of industries and development organizations enables them to construct a rigorous and practical program for evaluation.

4.2 Principle 2: Establish a Thorough Quality Management Methodology

The establishment a thorough method of quality management is essential to the process of continuous improvement by the development organization.

A development organization that is focused on quality seeks improvements to its processes and procedures (Table 4-6). Software defects are analyzed to uncover root causes, and the development process is constantly adjusted to reflect lessons learned. This is particularly true for recurring defects; changes in development practices and organizational behavior are necessary to eliminate or, at least, control root causes of defects. Defects can occur in all phases of development, from requirements specification on. The root-cause analysis applies across to all the phases and processes of development and needs to be constantly improved.

The meticulous documentation of processes and activities is a key need. To institute procedures to prevent a repeated appearance of defects, the developer needs to determine whether certain negative effects were the result of processes of development (Table 2-1 and section 2.3.8).

Clearly, the development of quality software by an organization focused on the quality of its product is not simple work. It requires both a commitment to excellence and persistence, a steady grasp of the details. The root cause of each defect in each part of the software system needs to be discovered and removed. The resultant analysis needs to lead to an adjustment of work habits and development processes, to ensure both the development of quality software and that an organization maintains its focus on continually improving both itself and the degree of quality of its
Table 4-6

Procedures to Prevent Recurrences of Defects

Discover how and why defect was inserted into the product, and
Consider how adjustment of the process can prevent recurrences:
To understand how a defect was inserted into the product requires thorough documentation of
development process, activity, and defects, as well as analysis of the root cause of the defect.*
Implement quality methods that will define procedures used in software development and testing
to ensure production of highly reliable products; design factors to be addressed by the method
used include the following life-cycle processes:
  Configuration management
  Document management
  Standards requirements
  Certification requirements
  Metrics
  Testing design
  Independent verification, validation and testing
  Root cause determination
  Process improvement strategies

*J. Dennis Lawrence and Warren L. Persons [preparers], “Survey of Industry Methods for Producing Highly Reliable Software,”
U.S. Nuclear Regulatory Commission, Fission, and Energy Systems Safety Program, Lawrence Livermore National Laboratory

products. Oversight committees, as discussed at the start of this chapter, should have
responsibility for these issues on a cross-project basis; semiannual review of quality processes
and results is appropriate. The IT executives and business executives need to be held accountable
for the organization’s overall quality metrics.

Is such rigorous management worth it? Does a formal methodology impose its own
overhead and costs? The simple answer, given in section 3.3, is that the benefits of early fault
detection and correction can exceed the costs of the quality program that finds and corrects these
errors. And, as discussed in section 2.2, the cost of defective software is immense. Investing in
techniques to reduce the rate of defects should be very effective. As to whether and to what extent
the techniques discussed here will accomplish the objective of lowering the rate of defects, there
is a growing body of evidence that they will (for anecdotal evidence, see section 5.7).3

The methods needed to support a communication platform that will be shared by the
technology provider, the users, and the testers are a key element in ensuring the development of

3URL: http://www.sei.cmu.edu/tsp/; also Watts Humphrey, “Pathways to Process Maturity: The Personal Software
Background,jun99.htm.
quality systems. One source of failure in the processes of software development is lack of communication among the various stakeholders in a system being developed. Insufficient communication can lead to poor requirements gathering and inadequate documentation.

A thorough, quality-based development method requires clear communication from the start of project through its deployment and maintenance. Effective communication with customers, as well as among team project members, will ensure coordination of the requirements and expectations among the stakeholders. A good communication platform is an important part of the successful development and deployment of software systems of high quality. The communication platform should be based on the documentation produced in the software development life cycle—documents such as the requirements specifications, design documentation, and test plans—which creates an environment and a method for the stakeholders to use to communicate and define an integrated view of how the product should look and what form its processes should take. This documentation can function as a centralized repository to be referred to at later points in the development processes. It will allow searching (tracing) within the phases of development and thereby ensure the direct effect of the phases of planning and execution of the development cycle.

For example, communication between users and developers is critical to quality, and there is a natural tension between the precision of a specification (which can be improved by employing a more mathematical notation) and the ability of users to understand and properly approve or modify the specification. A possible approach to solving this is to construct the overall test plan and the test cases for the system, based on the requirements specification. The tests are rigorous, from the developers’ perspective and yet understandable by the users. User approval of the test plan should be a prerequisite for a “passing grade” for this criterion.

One important aspect of the communication platform is that it leads to the establishment of common metadata and the use of data dictionaries throughout both the system and the enterprise. The data are at the core of all systems, and inconsistency within the data is a major cause of defects in software. The use of common metadata can prevent many problems. The metadata repository, which should be established at the time that the project is initiated, can evolve through the phases of requirements, design, implementation, and testing.

4.3 Principle 3: Employ Professional Testers with Experience in Testing for Quality

Experience, expertise, and training in the planning and deployment of testing procedures that are focused on the quality of software are essential to the development of software of high quality. The discipline of testing is not obvious, as the poor quality of most systems available
today has shown. Testers—professionals who master this discipline—need to know what to measure, how to measure it, and how to assess the root causes of poor quality.4

The processes that testers are responsible for carrying out are complex and require a multi-disciplinary background, education, and set of skills (Table 4-7). They also require an ability to manage and execute them. Testers need to have full knowledge of new technologies and platforms, available test tools, relevant standards and protocols, and of the legal implications of quality based on the development organization’s industry.5 Such expertise is critical and encompasses knowledge of industry-specific practices, standards, and behavior necessary for real-world testing as well as an understanding of the legal implications, regulatory requirements, and the customer’s expectations unique to the particular industry.

Successful planning and successful execution of tests require the software testers to consider the software and its functions, the inputs and their various combinations, and the environment in which the software will be used. This evaluation requires the testers to possess a high degree of technical sophistication. Skillful testing requires certain kinds of knowledge and skill sets (Table 4-8).

The need for professional testing expertise is particularly important for the maintenance of the software. Most, if not all, applications undergo change when they are in operation, which is when new business requirements and user requirements can arise. Each release of the software needs to be tested to ensure that all the new functionality works correctly and that the functions previously in place continue to work as before. Software development companies routinely apply regression testing to new releases: the set of regression tests comprises all tests of previous functionality that the new software release has to pass. (Regression testing is important also in each phase of the development cycle, to ensure that the correction of defects does not generate new defects elsewhere within the system.) A number of software testing tools are available to assist in the automation of the testing, in particular, regression testing. Because acquiring and implementing the appropriate testing tools requires skill and experience, these needs provide another reason for developers to bring into the process professional testers, either in-house or outsourced.


Table 4-7
Processes for Which Testers Are Responsible

<table>
<thead>
<tr>
<th>Test planning and execution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Defect and quality measurements</td>
</tr>
<tr>
<td>Predictive quality estimates</td>
</tr>
<tr>
<td>Software reliability predictions</td>
</tr>
<tr>
<td>Statistical analysis and reporting</td>
</tr>
</tbody>
</table>

Table 4-8
Testers’ Knowledge and Skills

<table>
<thead>
<tr>
<th>Knowledge of programming languages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge of platform technologies</td>
</tr>
<tr>
<td>Knowledge of algorithms</td>
</tr>
<tr>
<td>Development skills (e.g., coding)</td>
</tr>
<tr>
<td>Quality assurance skills, such as attention to detail, patience, and organizational skills</td>
</tr>
<tr>
<td>Communication and collaboration skills</td>
</tr>
<tr>
<td>Leadership skills</td>
</tr>
<tr>
<td>Experience in project management</td>
</tr>
</tbody>
</table>

Professional testers not only detect defects; they also aid in the creation of quality processes within an organization. The tester or testing organization needs to use measurement and statistical analysis to build a knowledge base that will enable the organization to apply continuous process improvements. They need to be able to measure the volume of defects, their severity, and their origin. To do so, testers need to have a deep knowledge of programming languages, algorithms, and configurations. For true quality assurance, professional testers need to be able to understand the underlying causes of defects and to define organizational and behavioral changes that can promote the attainment of quality.

Testers or a testing organization are important to knowledge dissemination; they can encourage a companywide acceptance of new development processes that are focused on quality and of management techniques to use throughout the development life cycle. Experience, expertise, and authoritative knowledge are crucial to the relationship of testers to the development organization. Testers need to possess and confidently display strong technical knowledge and skills in order to sustain their point of view, which may, at times, oppose that in the organization. By their professionalism and expertise, the testers can elicit the respect necessary to their success in improving both testing and processes.

Expert professional testers will have knowledge of developments within the customer’s industry and will participate and be leaders in quality-assurance industry conferences and professional forums, especially testers in regulated industries that have very specific quality and testing requirements. The software industry is constantly changing as new technologies appear and regulations influence the testing requirements. Such change means that a dedicated organization will be one that specializes in software development and has the knowledge and experience to conduct research and to assess and integrate the appropriate best practices and testing methods into their repertoire.
4.4 Principle 4: Ensure Independent Quality Management and Testing

Whether or not a system meets its requirements should be determined by independent testers. Neither the developers, who are being paid to produce a system, nor the technology vendors, who are selling off-the-shelf products, can have the objectivity necessary for an impartial assessment.

Critical to an assurance of the quality of software is the independence of those assuring it. Developers require the introduction of a new voice to represent the users and address their needs and desires. When either developers or technology vendors are the ones who determine whether or not a system meets its requirements, the examination and analysis may lack the clarity of vision that inheres in independence. The intended users of a system ought to be able to have a direct role in the development process, and as the buyers they should have final say on whether the delivered system is acceptable. But even a determination that the requirements are correct and that they accurately reflect the intent of the users requires independence—ideally, independence from both developers and users. An objective and, as far as possible, unbiased view can promote a good balance among users, vendors, and technology developers.

There are several options for achieving independence. One is to establish a separate quality assurance organization that will report directly to the senior IT executive, as the internal audit function generally reports directly to the chief financial officer. Internal audit, however, also has a direct relation to the board of directors; by analogy, quality assurance should have direct access to the chief executive officer or other senior business executives. A hybrid solution might be to have a portion of the testing conducted by the development company, with quality assurance certifying its test planning and execution, and to have external testers audit the internal testing process. This procedure would instill a minimal external independence.

Most development companies are aware of their need to have an independent point of view in the testing of their software. The addition of such independence may be accomplished within the company by attempting to ensure that the requirements analysts, software developers, and testers are organizationally independent of one another. Although this situation would be preferable to interdependence, the addition of a truly independent group would be ideal and would ensure a balance between the interests of the users and developers. External review of software code and development processes can lend insight that may otherwise not be available from within the software development company. An external review is especially important during integration testing (section 4.1), when critical go-or-no-go decisions must be made.

Such an independent viewpoint is even more important to organizations that are having difficulty establishing adherence to their chosen software development method and to rigorous quality practices. An internal quality-assurance group usually has only a limited effect, whereas an external group usually can have greater leeway and the capacity to force compliance.
Having independent professional testers develop the final acceptance tests during the requirements phase allows the development company to amplify the benefit of objectivity. It allows users to see how their requirements are translated into tests and provides confirmation of the quality of the requirements. By initiating the activity of the independent testers during this phase, users can request important changes early in the development process, when the cost of adjustments is minimal. Thus, an iterative process is created that opens lines of communication between developers and users. The testers can serve as liaison or interpreter, explaining to the users how the developers view the requirements the users have communicated and allowing the developers to understand how the requirements documentation that they created will conform to the functionality and use of the system. Iterative adjustment of requirements and specifications result in a greater likelihood that the end product will be of high quality.
Chapter Five
The Role of Independent Testers

In many (perhaps most) cases, it is nearly impossible for a development company to make such decisions objectively. Deadlines, management pressure, and the customer’s needs can directly affect the developer’s decisionmaking processes. This is particularly important in the pharmaceutical and medical-device industries, where errors in the software can lead to loss of life.

Because the requirements phase of the software development life cycle can be broken up into four parts, it is useful to understand which part or parts independent testers can add value to in ensuring the quality of the end product. The four parts are the following:

1. **Conception**: To identify needs, examine architectural possibilities, and develop the outlines of the solution to be developed;

2. **Generation**: To define software requirements and produce the requirements specifications;

3. **Analysis**: To determine the potential resource requirements, the effect on the technical environment, and assess the implementability, testability, and acceptability; and

4. **Approval**: To evaluate risks and benefits, decide on resource expenditures, and establish baseline targets for costs and time-lines.

In the stages of analysis and approval, independent testers can provide both the developers and their customers with an objective assessment of the proposed requirements and how they will affect the customer’s operations by defining the effects on resources and on the readiness of the requirements, as well as by pointing out potential errors and challenges. An important part of the testing plan is clarification of the performance standards that are in place for the determination of quality. Possibilities include standard-less review, standard-less independent audit, and conformity with industry standards, regulatory standards, or client-specified standards.

For work in the requirements phase to be successful, professionals who are expert in assessing the quality of software need to focus on preventing the introduction of defects into the development process, rather than on trying to “test” quality into the software after code has been written. Beyond simple software testing, validation of the software needs to establish confidence that the software is fit for its intended use. These activities are usually part of the testing and quality assurance within a development company. Although for many developers this function is carried out in-house, through peer review, team review, or even departmental review, it is nearly

---

impossible for the developer to review the quality of its own specifications or code objectively. Self-criticism is an issue when user dissatisfaction arises. The FDA’s principles for software validation clearly state that “self-validation is extremely difficult. When possible, an independent evaluation is always better, especially for high-risk applications.”

Independent testing is important, beginning with development of the test and ending with the assessment of the results. For the results of the testing to be valid, objective pass–fail decisions are needed. In an independent audit of test results, the testing organization is determining the kinds of tests to run as well as what passing or failing is. Independent tests can be responsible for documenting all test procedures, data, and results to be used for review and for objective decisionmaking after the testing. They can provide defect analyses and suggestions for improvements to the development process. They can have a role in determining whether the product is suitable for commercial distribution. In all, independent professional testers have four important roles in the software development life cycle: to supply experience, skill, expertise, and industry awareness; to analyze organization’s needs for testing; to implement comprehensive testing method and train others in its use; and to develop and execute test programs.

5.1 Supply Experience, Skill, Expertise, and Industry Awareness

Software testing requires unique skills and experience. Testers need full knowledge of the implications of the testability of new technologies and platforms. They need to know about available test tools, relevant standards, and protocols. They need to know the legal implications of quality within the developer’s industry. A professional organization of testers focused on software testing is ideally suited to this work. The organization not only would be aware of leading-edge testing technologies and relevant standards but also would be likely to be active in the quality-assurance community, be participants in industry conferences and professional forums, and be a force in industry developments. Its position would allow it to empower client organizations to use outsourced testing services as a tool for building competitive advantage into their own testing methods and organizational processes.

5.2 Analyze Organization’s Needs for Testing

Outsourced testing has multiple meanings. Most simply, outsourcing means delegating work to one or more persons outside of an organization’s immediate control. This means a firm or another in-house group that has organizational independence. Development companies can outsource all testing, testing for one project, or one testing task within a project. Outsourcing may remove work from within the core organization, supplement the organization’s resources or...
expertise, or both, in a particular area, or import an objective point of view into the development process. Outsourcing may also be used to satisfy internal requirements of an organization or contractual obligations for independent testing or to fulfill the requirements of a regulatory or certifying agency.

5.3 Implement Comprehensive Testing Method and Train Others in Its Use

There are four phases involved in building a test plan. In the first phase, the tester needs to simulate the interactions between the software and its environment in order to identify and test the various interfaces—human, software, file-systems, and communication interfaces—and the corresponding inputs that will interact at each interface.

In phase two, the tester selects test scenarios. Testers strive for coverage of code statements and inputs, executing each line of code at least once while applying each externally generated event. However, if code and input coverage alone were sufficient, there would be very few defects. Testers are concerned with execution paths, not simply with individual code statements, and with input sequences, as opposed to simply input domains. The challenge testers face is that there is an infinite number of both execution paths and input sequences, too numerous to for each one to be tested. The testers therefore need to determine the adequacy of criteria for the test data to ascertain the best possible set of test data set to represent such infinite possibilities. To accomplish this, testers generally seek a set that will detect the greatest number of defects, especially the most serious defects (from the perspective of risk or financial liability). They may also evaluate typical use-case scenarios—those most likely to occur often in real use. In this way, testers and testing attempt to ensure that the software works as specified and that the most serious defects and those most likely to occur frequently have been detected and removed.

Phase three comprises two parts, running test scenarios and evaluating them. Testers first convert the identified tests into executable form in order to simulate user action. Often, the test scenarios are automated to cut down on labor-intensive, error prone acts of manual application. Second, in scenario evaluation, testers compare the actual output of the automated testing with the expected output as delineated in the product specification. The comparison may be automated in whole or part; in some complex situations, manual intervention is required.

In phase four, the progress of the testing is measured. Although testers tend to track their progress by counting items such as the lines of code tested and the number of defects found, such numbers may yield little insight into the progress of the testing process. To track progress, testers may seek to examine structural and functional completeness or the adequacy of test-data criteria for each area tested. Measures might include the degree of code exercised, the internal data initialized and used, and the use of common scenarios and application of inputs. These measures, however, do not provide the testers with a quantitative understanding of the number of defects left within a system and the probability that the defects will be discovered in the field. Such a measure is vital for testers to know when to stop testing. Of use in this quantitative analysis are
the issues of testability—the ease of testing and locating defects—and reliability—the predictability of patterns of future failure based on previously obtained data. These two measures enable testers to gauge the progress of testing of both structural and functional areas.⁴

Once the test methodology has been established, it is the job of the testing organization to communicate it to the company—that is, to educate the developers about the testing processes as and the role testing has in monitoring development at every phase of the life cycle. It is very important that developers understand how they can simplify their jobs and improve the quality of their product actively working with the testing organization, especially at the point of requirements analysis.

5.4 Develop and Execute Test Programs

In some organizations, the role of a third-party tester is quite hands-on. The testers will not only have an active role in the development and planning of the test methods, but they also will actually develop and execute the specific tests. This might be the case in a development project that is particularly sensitive or mission-critical.

5.5 Internal or Outsourced Testing? When, Where, and Why

Many factors enter into the choice for a particular project of whether to use outsourced or in-house testing (Table 5-1). These factors can be evaluated on a ten-point scale and then combined into a single means to measure the need for outsourcing (Table 5-2). Factors may also be combined according to various decision rules. If, for example, 6 of 10 factors each have a score of 5 or higher, then the use of independent testers is warranted; if, however, 4 of 10 factors each have a score of 8 or higher, the use of independent testers is warranted; if the weighted average is 7 or higher, then the use of independent testers is warranted. These rules are merely suggestive; each organization should develop its own suitable risk-assessment procedure.

The conclusions and their implications need to be considered in context. Although the scoring process just described might lead to the conclusion that “independent testers are warranted,” testers could be introduced in a variety of ways. (1) All quality testing beyond unit testing could be outsourced to a testing-services vendor. (2) Independent testers could be engaged to oversee the planning and execution of the testing, while internal resources perform all the detailed work. (3) Independent testers could be engaged for all formal testing of units and integration for the critical subsystems, and internal resources could be deployed for noncritical subsystems. The “bottom line” is that each organization needs to develop its own solutions for the inevitable tradeoffs of cost, time, and quality. Hence, the management of quality should be viewed as one more (although a very important) aspect of the overall IT governance process.

Table 5-1
Choosing In-House or Outsourced Testing

<table>
<thead>
<tr>
<th>Liability measure</th>
<th>Independent testing is desirable where failure presents a high degree of threat to life or of monetary loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>System complexity</td>
<td>Multiple interoperability (as compared with stand-alone operation) increases risks that can be mitigated by the use of independent testing</td>
</tr>
<tr>
<td>Regulatory requirements</td>
<td>Oversight by agencies (FDA, FAA, and NRC) and by regulations (HIPAA) increases the negative consequences of faulty software</td>
</tr>
<tr>
<td>Security exposure</td>
<td>Sensitive information that has financial consequences, such as identity theft, increases the risk of financial loss</td>
</tr>
<tr>
<td>Nature of users</td>
<td>Novice users (as compared with expert users) need robust systems</td>
</tr>
<tr>
<td>Nature of software</td>
<td>Multiple releases (as compared with a one-time release) require robust systems</td>
</tr>
<tr>
<td>Nature of use</td>
<td>When external use (as compared with internal use) is intended, the product needs to be robust</td>
</tr>
<tr>
<td>Proprietary knowledge</td>
<td>The more information the testers will need about internal users, processes, and systems, the less attractive outsourcing becomes (but the precision needed to communicate with independent testers may offset this factor to some extent)</td>
</tr>
<tr>
<td>Reliance on test technology</td>
<td>Complex systems that are intended to have frequent releases require testing with sophisticated tools and methods (e.g., regression testing)</td>
</tr>
<tr>
<td>Project timing</td>
<td>Aggressive schedules may require round-the-clock (24-7) testing, which off-shore outsourcing can facilitate</td>
</tr>
</tbody>
</table>

FDA = Food and Drug Administration    FAA = Federal Aviation Agency    HIPAA = Health Insurance Portability and Accountability Act of 1996    NRC = National Research Council

Other economic factors are to be considered as well. For organizations engaging in aggressive outsourcing of various IT functions (“selective outsourcing”), the outsourcing of the quality and testing group is an interesting opportunity. If one were to prioritize the various IT groups in terms of the need to maintain internal expertise, business analysis and architecture would rank highest; construction, support, and quality are functions that can be easily and cost-effectively outsourced.

5.6 The Auditing Analogy

Within any given organization, auditing functions take place at many levels and are carried out by both internal and external auditors. Beyond the responsibilities of line managers, who ensure that their subordinates are doing their jobs appropriately, a separate organization of internal auditors is established that reports independently to executive management and the board of directors. In order to ensure true quality and accuracy of process, external auditors are engaged and given the key responsibility of verifying the business processes and reported results.
Table 5-2  
Factors to Use in Evaluating Outsourcing Testing

<table>
<thead>
<tr>
<th>Feature</th>
<th>Value</th>
<th>x Weight</th>
<th>Weighted Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liability measure</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>System complexity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regulatory requirements</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Security exposure</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nature of users</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nature of software</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nature of use</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proprietary knowledge</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reliance on test technology</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Project timing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In the traditional accounting audit, a third-party reviews accounting documentation and declarations in order to ensure full compliance and truthfulness in the financial statements of public companies. This is because the Security and Exchange Commission, which serves as the protector of shareholder rights, relies on the independent auditor to be its unofficial proxy. The challenge of financial oversight over thousands of organizations is mitigated by the release of financial statements that are audited and certified by an independent body that reports not to the organization itself but to an autonomous board of directors.

The same premise of “separation of duties” can be applied to software-development organizations in regulated and unregulated industries alike. In industries such as the health sciences and transportation, software-controlled devices and systems affect life and death, and the consequences of poor quality are extremely high. The use of third-party review increases the probability of regulatory compliance while also sending a message to the regulatory bodies and stakeholders of a true commitment to quality.

Just as internal auditors have a direct reporting mechanism to the board of directors, so, too, should internal software testers have a reporting relationship independent of the development organization. The developer is focused on economic and timely software releases, and the tester is focused on software quality—two jobs may potentially be at odds. Furthermore, those persons responsible for producing a product, service, or report should not also be employed to review and declare their accuracy. Similar to the board of directors that reviews financial statements prepared...
by outside auditors to insure accuracy, third party testers should have a reporting relationship outside the development organization. This is required so that the development organization can gain the full benefit of what an independent testing organization can deliver in regard to attaining quality and organizationwide process improvements.

This is a key factor in bringing about a quality development organization as well as in ensuring that software systems meet regulatory requirements. An external, independent viewpoint makes it possible for the development organization to make correct decisions about the cost, time, and quality tradeoffs inherent in testing and in decisions about software releases.

Just as the independence requirements of external auditors have been strengthened recently by new government legislation, so, too, the evaluation and compensation of the external testers need to meet appropriate independence criteria. The Sarbanes–Oxley Act of 2002 was initiated in the aftermath of the discovery of accounting irregularities in several large, publicly traded companies. Specifically, it resulted from the discovery that board members and outside auditors had not provided the required financial and operational oversight, at least in part because conflicts of interest had weakened their independence. For example, in many situations the outside audit firm was also providing consulting services, which often generated higher fees and margins than the audit. The act therefore strengthened the definition of independence in the auditing process, so that auditing decisions would not, both in fact and in perception, be influenced by the risk of losing consulting business.

As the need for independent auditing in software development and validation becomes increasingly evident, the Sarbanes–Oxley Act can serve as an ethical and practical compass also for the software industry. The techniques and protective measures used in the financial realm of organizations to ensure effective review surely can be applied to the domain of products and services that affect lives.

5.7 Case Study: The British Post Office’s Consignia “Your Guide” Kiosk Project

A case study can illustrate many of the ideas presented about to the value of a comprehensive quality-management program that is based on independent testing: its efficiency, its ability to uncover all types of defects—functional, performance, security, and usability defects—and its value in transforming and improving many preexisting development practices.

In Great Britain, the postal services have been deregulated, with the result that the private sector may participate and therefore compete with the Post Office. This opportunity prompted Consignia (the new owners of the business formerly known as the Post Office) to offer additional services. In a government-sponsored project known as “Your Guide,” many stakeholders were involved. The project was piloted between June 16, 2001, and March 1, 2002, in about 270 post offices in and around Leicester, England. “Your Guide” was group of services that were centered on a display in the post offices of a signpost, a free hot-line telephone, a rack of leaflets and, in
most instances, a touch-screen “kiosk.” Expert advice was offered by appointment or at drop-in sessions at the post offices as well as over the counter there. The touch screen was the user interface of a computer system custom developed by the Post Office and offered such services as job searching, information about benefits and retirement, free advertising for and local information about businesses and services, among others features. Consignia required a testing solution that would incorporate all of the available features (integration), but that would be focused primarily on the touch-screen system.

Consignia decided to hire an outside group that specialized in testing software systems, and it selected Tescom Software Systems Testing Ltd. to take overall responsibility for testing management, that is, management of a team to test the program. Tescom provided a team to plan, design, and execute tests, from interface testing of the touch screen through to testing of the integration and user acceptance all of the features (channels)—touch screen, leaflets, hot-line and support services, advertisements, and expert advisory sessions. Testing services were provided also to coordinate testing for the management information services (MIS) performance project, which was part of the pilot evaluation. Tescom provided a full testing service that included interface, integration, and acceptance testing, along with load/performance, security, and usability testing.

An important issue Tescom faced is that it was brought into the “Your Guide” project at a late stage, after work had started on physically putting the system together. Hence, the requirements and design phases of the software development life cycle had already been completed, but without the rigorous testing that might have revealed weaknesses, omissions, and flaws. Tescom was able to bring to bear its considerable expertise in developing and executing an efficient and effective test program that brought the project to successful implementation, with the use of four principles.

1. **Identify defects early.** When incidents, issues, or omissions occur, find them as soon as possible to allow the maximum amount of time to fix or resolve them. When failures happen, there need be neither embarrassment nor recrimination; making mistakes will be a characteristic of getting on with the pilot.

2. **Reduce duplication of testing activities.** Full transparency is needed concerning who is testing what; testing roles and responsibilities need to be made clear.

3. **Wherever cost effective and possible, automate testing tasks that will need to be repeated late in development and roll-out,** which will reduce the amount of time spent in testing at the end of the project.

4. **Use testing specialists.** There is no time to learn testing skills during the project.

At the point where Tescom entered the “Your Guide” project, code was being written for the touch-screen system, leaflets were ready to be printed, and the infrastructure was being put in

---

3URL: [www.tescom-usa.com](http://www.tescom-usa.com)
place. Design documentation was scarce and of varying quality. Therefore, while continuously working to improve the quality of the documentation, Tescom decided that use-cases should be the focus for designing the tests. Another consulting firm managed certain test-related processes, such as incident management and system testing. Tescom operated within this framework to assist in making these processes more efficient and robust, setting up the test-director software for tracking defects.

Tescom conducted usability testing in a usability lab in London. Persons typical of the user community—job seekers, working mothers, retired pensioners—were recruited to complete the testing. Program personnel from management, developers, and marketing observed the testing and agreed on the recommendations and subsequent actions.

Tescom completed security testing by dividing the task into three areas: physical security, remote penetration (remote attacks and war dialing), and internal security (vendor-hosted infrastructure security and kiosk security). Regression tests, confidence tests, and some functional tests were automated with the use of Mercury WinRunner. The touch-screen site guide feature, which is a spreadsheet program that shows the static content and navigational pages, was used as the source for a data-driven WinRunner script-generator to automate content testing. The MIS performance project used a rapid application development approach that requires the tester to work closely with the developers. Tescom provided a resource with the technical skills necessary to assure and control the quality of software and to assist in the production of design documentation. A new test-director instance was set up for MIS to use to record and track defects. Thus, Tescom provided the following benefits to Consignia:

- As an independent company, Tescom provided an impartial quality assurance role. The test manager was part of the program’s steering group (STAR Chamber). Total control over the testing permitted Tescom to define the testing strategy and control the acceptance criteria for each stage of testing, whether the stages was solely under Tescom’s control or was also under the control of a third party.
- Tescom’s breadth of service and experience allowed it to highlight issues and in that way assisted in bringing the program to deliver a quality service on time.
- The team that tested the services was reshaped and made more efficient by being focused on delivery; each member had a clearly defined role; and milestones were consistently achieved.
- Tescom implemented a risk-based testing strategy—the risk-and-issues methodology with an agreed-on escalation procedure—to ensure effective use of the budget for testing.

Ultimately, in the view of the project manager of Consignia, without the use of independent testing, the “Your Guide” project could not have been brought to a successful and timely conclusion.
Enterprises that invest in proper quality-management programs can expect a variety of benefits that will rapidly repay the costs. First and foremost, new systems that are produced according to a good testing program are far more likely to meet the quantitative and qualitative requirements of the particular enterprise, including functionality, reliability, usability, efficiency, maintainability, and portability. The confidence of the enterprise in the quality of the new systems, as they emerge either from initial development or from major upgrade cycles, will be greater when the developer has used a proper quality-management program.

For the development company, the advantage is that it can rely on the new systems to function as it required, so that the business will avoid such failures as an inability to provide its product to the market and, even more dramatic, the costs of product failure that result in death or serious injury.

A quality-management program enables the developer of the software system to formulate and then achieve specific quality goals, such as progress to higher levels of capability maturity model levels and of the six sigma vision of quality in which quality is equated with the achievement of a rate of no more than 3.4 defects per million opportunities for a product or service transaction. Without having a comprehensive quality program in place that can generate meaningful statistics about the quality of the system being developed, the developer of the system cannot ascertain the current level of the quality of the product or whether that quality is improving.

In a regulated environment, such as the life sciences, a proper testing program can help to ensure that a system will comply with FDA regulations for validation and for 21CFR Part 11 requirements. The incremental cost of validating such systems can be minimized, rather than doubled, as generally assumed by many pharmaceutical companies. In a pragmatic sense, the cost and duration of development will itself be lower, because identifying errors at early phases in the software development life cycle will lower the cost of correcting errors at a later point in development. The development will be measurably less expensive and faster. Robert Lewis calculated that the detection of the most common types of errors during the requirements and design phases, rather than in later phases, could save 9 to 11 percent of the total cost of the system. In the military case Lewis studied, the savings might have exceeded the full cost of an independent testing program.

---

The challenge, then, is to design and implement a program for quality management. Such a program would be a key benefit of an independent testing organization. The organization could provide expertise in the mechanics of testing as well as objectivity in executing the tests, and it could deliver guidance in establishing the methods, practices, roles, and responsibilities that are required to embed quality management in the development company.

Producing software of high quality requires a quality-management process that needs to be aligned with and integrated into the software development life cycle. The quality of the final product depends on the quality of the developer’s practices and deliverables from the start, the specification of requirements phase. First, then, of the best practices is at the earliest point to define the specific, relevant quality metrics and processes to be used in the software development life cycle.

Second, the quality-management program needs to go beyond ensuring that the specific system under development will achieve its quality targets. It needs also to include a rigorous method and process for the continuous improvement of quality. When the product does not achieve the highest quality scores, a root-cause analysis needs to be conducted to determine why a shortfall exists. Was the issue related to training? Did a breakdown in project communications occur? Were the right people for the project not assigned to it? Was the choice of technology inappropriate? There may be hundreds of reasons and factors involved in measuring quality. Identifying those that are most important will allow the developer of the system to modify its processes in order to prevent these reasons and factors from recurring. Defining the metrics used for new or revised processes will make it possible to institutionalize them and make them visible to management, so that persons and projects teams will be accountable for adhering to them.

Third, quality management is a substantial discipline within the broad area of software development. Creating a quality management program that can achieve the objectives of the business enterprise requires professional expertise. Designing a software development life cycle that can balance development resources and quality testing resources, that is efficient and productive, and that uses test automation appropriately is not a simple endeavor. It is also not a trivial job to manage such a program, keep it on track, and ensure that the resources devoted to quality testing are being productively spent. Thus, quality needs to be managed by expert professionals.

Fourth and last, another best practice is related to the need to have software testers that are independent of the development company. This is necessary for both test definition and for test execution. Defining the appropriate set of tests is best done externally, independently of either intended users or the developers of the system. Independent quality testing, and the perspective it provides, is most useful when applied to the entire software development life cycle, from requirements though integration. It is invaluable during the test-execution phase, when results can be evaluated with rigor and objectivity, and to achieving specific conclusions and recommend-
ations about the need for fundamental rework or redesign, or both, as compared with merely patching defects.

Few companies have a cadre of employees who are dedicated testers, who view themselves as test professionals, keep themselves up to date on the latest techniques and tools to use to automate the testing process, and report directly to senior IT management outside the development company. If a company has such a cadre, it may need third-party testers only to a limited extent. But few organizations devote their resources to testing in this way, and therefore most would benefit substantially from using external testers. When enterprises seek to outsource functions that are not its core competences and which may be less expensive to outsource than to create or purchase internally, then outsourcing testing can be beneficial. As business enterprises focus, with some urgency, on issues of accountability, reliability, integrity, and security, the use of independent testing can enhance the software systems whose successful operation is critical to their financial, operational, and strategic success.
<table>
<thead>
<tr>
<th>Acronyms</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMM</td>
<td>Capability Maturity Model</td>
</tr>
<tr>
<td>DBMS</td>
<td>Data Base Management System</td>
</tr>
<tr>
<td>DFSS</td>
<td>Design for Six Sigma</td>
</tr>
<tr>
<td>FAA</td>
<td>Federal Aviation Administration</td>
</tr>
<tr>
<td>FDA</td>
<td>Food and Drug Administration</td>
</tr>
<tr>
<td>GCP</td>
<td>Good Clinical Practices</td>
</tr>
<tr>
<td>GLP</td>
<td>Good Laboratory Practices</td>
</tr>
<tr>
<td>GMP</td>
<td>Good Manufacturing Practices</td>
</tr>
<tr>
<td>HIPAA</td>
<td>Health Insurance Portability and Accountability Act of 1996</td>
</tr>
<tr>
<td>ISO</td>
<td>International Standards Organization</td>
</tr>
<tr>
<td>IT</td>
<td>Information Technology</td>
</tr>
<tr>
<td>IV&amp;V</td>
<td>Independent Validation and Verification</td>
</tr>
<tr>
<td>MIS</td>
<td>Management Information Services</td>
</tr>
<tr>
<td>NRC</td>
<td>Nuclear Regulatory Commission</td>
</tr>
<tr>
<td>QA</td>
<td>Quality Assurance</td>
</tr>
<tr>
<td>SDLC</td>
<td>Software Development Life Cycle</td>
</tr>
<tr>
<td>SQA</td>
<td>Software Quality Assurance</td>
</tr>
<tr>
<td>TQM</td>
<td>Total Quality Management</td>
</tr>
</tbody>
</table>