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Data Security in the Information Age

Robert Conley

Dr. Conley was Deputy Assistant Secretary for
Advanced Technology and Analysis, and Acting
Assistant Secretary for Electronic Systems and
Information Technology, Department of the Trea-
sury, from 1983 10 1985. In this dual capaciry,

he established a program to plan, budget, and
administer the Department’s information systems.
Previously, he served as the Navy'’s Chief Scientist
Jor Command and Control Programs, following 18
years in various assignments with the National
Security Agency. Dr. Conley is currently President
of Conley & Associates, Inc., a consulting service
in command, control, communications, intelligence,

and information systems.

The subject that I will discuss today cuts across
the spectrum of the military, civil government, and
public needs. The subject is information systems.
This 1s a term in civil government similar to com-
mand and control systems in the military. Basically,
it’s the interrelationship of computers and communi-
cations and their applications to accomplish a given
mission or function.

My emphasis will be on the Treasury Department,
and information systems, in particular, as applied to
financial transactions. To start with, I'm going to
discuss trends and paradoxes that exist in the “Infor-
mation Age” of the 1980s, affecting information
security. I will highlight some of the macro influ-
ences, such as divestiture and interest rates, and
their impact on our economy, particularly on elec-
tronic security.

Based on the trends and macro influences, 1 will
address government actions that are being taken
today. I will discuss what needs to be secured, and
the value of it, both for national security matters
and for other information. The definition of security
involves a judgmental process; time and history really
guide that which needs to be secured, and with com-
puters and electronic handling of information the
ability to protect the information requires new rules
and new designs. I will conclude with a discussion
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of the systems being developed for financial security.
The points that I'm raising are really electronic
security oriented; I'm using financial systems as an
illustration.

The Treasury Department is composed of 11 inde-
pendent organizations (figure 1). Its mission is to
collect the taxes, enforce the tax laws, and coordi-
nate the systems for disbursement of money for the
government.

Information security is the protection of informa-
tion from loss, unauthorized access, or manipulation.
It doesn’t have to be the Soviet Union that gets the
information. It could be anyone who may gain by
the manipulation of or access to the information. :
The area of information security is a system problem.
It is not just one of communications security, com-
puter security, or physical protection alone. One !
must have an understanding of the overall system
in order to provide any adequate security levels,
and apply the technigues of security in a balanced
manner.

One of the factors raising the awareness of infor-
mation security is the number of low-cost personal
office computers that are finding their way into our
world (figure 2). This factor increases in importance
when the office computers are internetted by commu-
nications. This nearly independent acquisition of
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Figure 1. Treasury Department Organizations
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33



office computers and the later expansion to network-
ing present a conflict. The conflict is between the
desire for networking of the various computer Sys-
tems and the technological change in computer capa-
bilities. When standards are imposed for networking
information data bases, the introduction of new tech-
nology in the computer world is relegated to changes
that will not impact the global system. This restricts
the ability of an organization to take advantage of
the technological explosion in the industry.

Another conflict in computer applications is the
promised “Information Age,” where information can
be accessed, anywhere, anytime, from a small per-
sonal computer (PC). The paradox or conflict is
found in the attitude “You can have access to all
information all over the world as long as it’s not
mine.” We're dealing with a need for multilevel
security; even though computers are not designed to
segregate information one from the other, we're ask-
ing the system to do just that. A security mechanism
must be devised that audits users and provides access
to the information.

This is what is happening in the commercial world
(figure 3). Estimates based upon 1983 figures from
the Internal Revenue Service indicate that major
corporations today are applying personal computers.
Companies made large investments in computer sys-
tems and they’re in the process of automating their
activities. The projections are, that by 1990 the
majority of corporations will be using personal com-
puters. They will be using computer systems for a
number of applications, and the systems will need
to be networked to share information as well as
protect it.

One of the problems that faces management is
how 1o standardize on PCs that will provide greater
productivity when networked. The price of personal
computers is reaching the level of a hand-held calcu-
lator, and the controls imposed should not cost more
than the resources being controlled. What standards
should be imposed on the microcomputer? This chart
(figure 4) gives a notional idea of the situation today.
The vertical axis has cost, number of users per ma-
chine, and amount of standards and controls, while
along the horizontal axis is the spectrum of com-
puters grouped as mainframe (large), minicomputer
(medium), and microcomputer (personal computer).
At the division between medium and small computers
there is a need for an organization dedicated to oper-
ate the computer complex — in other words, data
processing centers.
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To the right of the division (figure 4) is the per-
sonal computer, and the number of users per ma-
chine, cost, and associated regulation are relatively
lower. Software routines for personal computers
should be tested and standardized, but there are diffi-
culties in this area. Individuals now can write their
own software, with a potentially harmful resuit. In
the military, personal computers have been purchased
and placed in an operational environment with un-
tested software routines written by a contractor or
someone interested in applying the new capability
who does not want to wait on the system to respond.
A problem can occur when two such activities require
coordination. For example, two separate software
routines may be written to predict the operational
range of a radar for various propagation conditions.

If the software routines are homegrown there is a
good chance that the prediction results will be differ-
ent, and both may be in error from actual operation.
When the results of the two separate software pro-
grams have been coordinated, the different predicted |
areas may introduce confusion and increase uncer- |
tainty in battle management. :

Personal computers are becoming as cheap as hand-
held calculators. People who buy hand-held comput-
ers do not consider standards. If you went to Sears
and saw customers looking over all the different
varieties of calculators and asked the average person
why he was buying a particular calculator, he would
not say, “Because it has the inverse hyperbolic sine !
function, which T use every Thursday,” or something
like that, The real answer is that he purchased it
because it feels and looks good. This is the market-
place in which personal computers will exist, where
variety flourishes because that which feels good or
with which we are familiar is marketable. We're at
the point where standards would be oppressive to the |
marketplace. The hand-held computer, however, has !
a common software or hardware equivalent that i
assures the user that 2 + 2 will equal 4.

So where’s the problem? We shouldn’t put oppres-
sing standards on personal computers because of their
variety and low cost. However, there is increasing .
evidence that personal computers will be intercon- ,
nected by communications group software and data i
(figure 5). With communications sharing creeping C
into the process, the personal computer is now a !
much more powerful instrument and requires addi-
tional control to protect the group investment. When
communications are introduced, the number of users
sharing the overall computer assets becomes larger.
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We find ourselves in an unregulated reatm of infor-
mation where it can be accessed by a number of
people who are not accountable. What we're heading
towards, based on this projection, is a situation where
people say, “Because I am not able to protect access
to the information that’s mine, I would like to protect
the information itself.”

Oettinger: When you showed us the uncomplicated
version of this (figure 4), and you were down where
there’s very little standardization, you gave the exam-
ple of the guys with their military applications and
implied that their situation was bad because two
different software routines could produce tracks at
different distances. What you’re now saying about
both standardization and protection sounds to me as
tf you’re prejudging this standardization and control
issue without saying initially, “Compared to what”?
In the case of the unstandardized software, maybe
the distances were different but the crews were in
fact detecting the targets, whereas without the damn
computers they might have been waiting for the big
thing that never arrived. In the case of the people
bemoaning their unprotected information, without
the computers that give rise to it they might not have
had the information at all, and it would be wonder-
fully protected but also useless; or, they might have
scribbled it on pieces of paper that they left floating
around the lunch room or somewhere. You made a
couple of statements that sounded absolute and con-
clusive, and I wonder if you will keep them that way
or at some point mold them into a comparison.

Conley: In the example of the software, they were
running computers off-line, and they actually pro-
grammed a model to predict the area of detection. 1
gave that as an example of a bad point where stan-
dards were needed on software and not necessarily
on hardware. You have to be careful when you apply
standards. The people wrote the programs using their
own particular ideas of the propagation models.
When the programs referenced were compared, the
accuracy of the predictions was found to be lacking.

Qettinger: Is that a reasonable comparison? How
good would their performance have been if they
hadn’t done that?

Conley: Well, the problem is that by postulating a
given coverage, they can say they have sufficient
coverage of an area when their range of detection is
actually not anywhere near what they’ve approxi-
mated it to be. Consequently, they haven’t swept out
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the area that they should sweep out. In that case it’s
a bad result,

I was trying to point out that at the PC level, pco-
ple are experimenting on their own. The problem
comes in when you try to share the results of two
independent and untested predictions. To say nothing
of becoming overconfident in the untested results.

Qettinger: No, but you have that problem with the
kind of data that’s scribbled on a notepad, in terms
of what happens when you try to use it, or what
happens when you try to protect it. I'm still a little
bit lost as to what you are trying to remedy.

Conley: I wasn’t trying to remedy anything. All I
was trying to say is that even if you standardize the
hardware and the machines that you're involved
with, you must look at their applications and be con-
cerned about those. I wasn’t trying to say anything
more than that. I was giving an example where the
degree of freedom in software made standards in
computer hardware less than desired.

Oettinger: You present problems, and take it for
granted that they’re problems. Why aren’t they
opportunities? Why aren’t they better than some
alternatives? I'm trying to get you to say “Problems
compared to ...." — what? Nirvana?

Conley: The power of the PC may be more than a
novice can control when the results are used for
major decisions. An accountant, let’s say, who is
writing up a routine to figure out your income tax
can become a software expert overnight. He may
write a program to do the process one way and some-
body else may write it some other way. What you
put in the hands of the novice is power without the
proper training or the proper discipline to do anything
with the product. Major computer systems have dedi-
cated people and processes for testing, which are not
associated with the personal computer,

Oettinger: That’s an arguable point. I find it some-

what biased toward the centralized data processing

view, and a lot of people disagree. You're stating it
as if it were commonly accepted.

Conley: What is it that we are disagreeing on?

Oettinger: You keep saying that things that are cen-
tralized and controlled and standards are better than
things out there on the loose. I keep hearing you
saying it, but maybe I'm crazy.

Student: I think there may be a refinement on that.



I think he’s saying the problem is that when they’re
out there on the loose, on the right (figure 4), there’s
a problem of matching assumptions and claims of
capability with actual results. Whereas when it’s
further back on the left, you know that the people
who have those machines and software programs in
their hands have some more expertise or some more
knowledge about the system to make the results
match the expectations or the assigned project that
they’re supposed to be accomplishing. It's when that
project is out on the right, in the hands of people
who have suddenly acquired a new capability and
don’t necessarily have the backup expertise, that it
runs into unknown unknowns. They might not know
when they’re not doing the job right, and might not
question the results.

Oettinger: Yes, and I guess what I'm trying to say is
that, on the left, a countervailing view is that the
centralized guys may get their act together 20 years
down the road and produce something perfect 20
years too late, whereas the guys on the right may,
here and now, do something more incoherent, but
better than nothing, even though far less sophisticated
than what the other guys will produce 20 years from
now. [ keep hearing Bob as coming out rather conclu-
sively on the side of the centralized guys. Maybe

I'm doing you an injustice.

Conley: No, I was only saying that control, and the
rationale for control, are greater if separate and un-
tested results may have significant impact on opera-
tions. There are a hundred people, let’s say, using a
big mainframe, and so therefore additional controls
must be placed on each and every one of the users

in such a way that they do not impact on the other
users.

The context in which control might be applied at
the PC end of the scale has changed if the results are
to be shared and are to impact major decisions. If
you're going to introduce security techniques, you're
going to have to introduce some kind of standard on
the system. I can just point out some of the compli-
cating factors with standardization in the Washington,
D.C., area alone. There are roughly 250 microcom-
puter manufacturers with 800 different computer
models or variations and roughly 2,400 software
vendors, all of whom have their own disciplines and
their own software operations, as well as 160 local
area network vendors. If you're trying to impose
some form of standards in these areas, whether it be
communications, or multilevel security, you have
a problem in a competitive society.
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Oettinger: That statement, Bob, neglects what a
marvelous security asset that total confusion is; it
works both ways. I would have a hard time getting
one guy to break into all those systems. The argu-
ment for standardization strikes me as, you know,
one-dimensional. Am I missing something?

Conley: I'm not really trying to make much out of
this except to say that if I'm going to start imposing
security requirements and restrictions on community
systems, I have to be able to standardize in some
way, and that standardization or controls are very
difficult to agree upon today. And if I do standardize,
I tend to start slowing down the introduction of new
systems and changes. The obvious example is in
software. If I really am going to have something that
I trust as good software to sort out all the problems
and make sure that nobody gets into it or out of data
bases, I can’t change it, because if I change it I have
to test it through all of its aspects again, in order to
make sure that it’s still secure. I'm not making the
case right now that it is an impossible problem, but I
am saying that it’s a problem that must be approached
with caution, and that it’s a different kind of problem,
because we’re really talking about a federation of
computers interconnected by communications with
limited control.

Information security, in this regard, is no longer
just a computer process or just a communications
process. It is a problem for the community that is
sharing the information. The standards you’re going
to have to set will be somewhat limited or confined,
or you’re going to have to be content with segregat-
ing yourself from the community, in effect unplug-
ging yourself from the network, and only working
on that information to which you alone have access.

We’ve been discussing computer purchases by
major corporations. This chart (figure 6) of the fac-
tors involved in choosing a PC shows the number
two desire is connectivity. This demonstrates that the
intent is to share information, but concern for protect-
ing the information is not in question. The chart
shows what people really are concemed about. The
vendor is most important. The government, for exam-
ple, can’t do much about this. It can’t specify that it
wants to buy all IBM and therefore have some com-
patibility. Connectability is the second most impor-
tant thing in their minds, again, gaining access to
information.

Student: Why isn’t security on there?
Conley: Well, because today’s computers are not
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designed for security. Over the past several years,
computers have been increasing storage capacity,

and have been increasing access to that storage capac-
ity. The faster the retrieval a machine has, the faster
it is, in the sense of carrying out its functions; it's
also easier to sell. Consequently, the machines them-
selves are designed to get data out as rapidly as pos-
sible, not necessarily to worry about multilevel
security. The basic designs themselves don't even
have that attribute.

Student: Is business concerned about security, or
are you saying that it isn’t? Because there isn’t a
demand, you don’t have that capability?

Conley: I'm saying that even if you were concerned
today about security and you wanted to protect your
information, and you were using and sharing a
machine, or a network of machines, you wouldn’t
have much of a chance.of securing that data once
you put it in, based upon today’s design.

Student: And the design is a reflection of demand?

Conley: Right. We have been pursuing storage and
rapid retrieval of large volumes of information. We
have not been pursuing network and information
segregation. It was not a good marketable function.
Today we don’t have the capability that we’re look-
ing for, which is the ability to share, by economy of
scale, computers or computer networks, or essentially
their data bases, and still segregate certain data from
the other users. That’s just not the way it’s designed
today. We’ve gotten ourselves into the Information
Age, where we’'re exchanging information but with
very limited hardware and very limited capability to
do what we think we need to do, which is to go into
some kind of multilevel security data base or infor-
mation sort. The option is to use separate machines.
That’s the best way to go to multilevel security today.

Student: I would have thought it would be software.

Conley: No. The vagaries of software are such that
you really cannot determine, or appropriately test,

all software combinations. 1 can go through a number
of examples of where that’s the case. There are so
many loopholes in the current designs of time-shared
machines that you run the risk of not knowing if
you're protected or not.

I have described some of the trends and paradoxes
in the commercial base from the viewpoint of vendors
and consumers. Meanwhile, the govemment has
been growing increasingly concemed about its data
bases, their loss, unauthorized access, etc. I will
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discuss an application of that increased awareness
and its relationship to two macro influences: AT&T’s
divestiture and a fundamental change in the financial
world.

In divestiture there was a breakup of the solidifying
aspect of communications management for the gov-
ernment, Prior to divestiture, Ma Bell was a 100-
year-old institution and working reasonably well. It
was torn apart at a time when the government relied !
on it for about 80 percent of its communications.
Now that divestiture has occurred, there are a number
of different vendors who must be orchestrated inde-
pendently. The user organization, in this case the
government, must become more educated, and in
many cases must have people available to manage its
own developments and networks, or at least be able
to organize the vendors. With divestiture and the
fact that there is no longer a single entity for full
service, the government is being forced to become
more knowledgeable of its own communications
assets, and in many cases to develop its own private
networks.

At about the same time, there was another factor
that was mysteriously stirring around in the pot of
the promised Information Age. Roughly around 1981,
there was a large peak in the prime interest rate (fig-
ure 7). It became quite evident, from the initiatives
taken by most people, that in transferring money in
the normal, classical way, such as by check, the
float was large, losing 18 percent on money as it
was in transit. The government made a conscious
effort through cash management measures to manage
the float better, and to look at electronic funds trans- '
fer (EFT). (EFT is really a misnomer; you’re really
transferring the ownership of that money, not the _
money itself.) The high interest rate was a large
impetus for both the government and the commer- f
cial world to change over to EFT for improved cash
management.

A lot of systems were initiated from this impetus.
However, security was not a major concern when
these computer- and communications-based efforts
were initiated.

To give an idea of the magnitude of the funds
we're talking about, the Treasury Department’s
annual collections in FY 1983 were $850 billion.
The annual outlays were $1.1 trillion. The daily cash
flow was $8 billion — roughly a billion dollars an
hour is transferred in an 8-hour day. The annual
security flows amounted to $2.5 trillion.
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To support the rationale for electronic payment
systems, these are the payment methods that exist
(figure 8). A check, which is the accepted method,
costs roughly $2 in handling costs. In New York
City there are trucks that haul the checks back and
forth and distribute them among the banks. This cost
factor, plus the rate of interest that is being charged
at the time, is an obvious reason for implement-
ing electronic funds transfer. As a summary, this
(figure 9) shows the trend in the change of payment
methods.

In the rush to automate, little attention was given
to computer security, communications security, or
network security of non-defense governmental sys-
tems. The laws covering electronic theft are not even
up-to-date. Laws associated with theft in matters of
national security carry a $10,000 fine or 10 years’
imprisonment or both. The law today is not written
for electronic crime. The legal aspects of the whole
world of information flow, whether it be military,
civil government, or commercial, really constitute a
challenge for areas of law, economics, and criminol-
ogy that will evolve.

This chart (figure 10) shows the results of prose-
cution in the past. These numbers were based on
a small sample, but they nevertheless show an
imbalance in prosecuting electronic crimes, whether
or not they involve national secrets.

I don’t want you to get the idea that protecting this
kind of information is any different from national
security measures. I do want you to get the idea,
though, that there is no governmental entity today
that gives you consistent guidelines or rules on how
to protect this kind of information, whether it's
your tax return in an electronic form, or your own
information.

Now, the reason I need to discuss the proliferation
of PCs is because the most troublesome current and
future aspect of computer crime happens to be the
proliferation of computers, based upon a repott on
computer crime by the Task Force on Computer
Crime, Section of Criminal Justice, American Bar
Association (figure 11). This table gives you the
reasons why the government, as a whole, is con-
cerned. The lack of adequate security measures is a
primary reason. The lack of any general guidelines
as to what should and should not be protected is also
a concern.

What motivates the computer criminal? It is not
the same thing as in crimes involving national secu-
rity; it’s really personal financial gain (figure 12).
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Obviously if a criminal saw the earlier comparison
of the penalty facing a traditional bank robber versus
that facing an electronic bank robber, he’d want to
have a computer right at hand. As for the intellectual
challenge, I believe there was a case just a few days
ago where an individual was caught breaking into a
number of files.

These are the most significant types of computer
crime going on today outside the national security
realm (figure 13). Theft of assets is a big one, and
I'll get to it later. I'm sure you've all heard of the
software programmer who programs the software
to suddenly die on his day of retirement. That’s
vandalism.

Student: People aren’t actually stealing data, then;
they’re modifying it?

Conley: Yes, that’s one of the concerns. It’s possible
that modification of data may be a crime equal to
theft of funds. There is nothing wrong with accessing
data electronically. But, if the data is manipulated
and a user expects accuracy, the results could be
harmful. Weather information is an example. The
manipulation of data should be a crime today, equal
to that of taking the data out and using it for other
purposes, whether or not the value is directly associ-
ated with the transfer of money. But again, that’s
part of the problem that will require legal resolution.

Who has the primary responsibility? This is kind
of an interesting chart (figure 14). It’s another way
of showing who has the information that should be
protected. Private industry has almost 50 percent of
the data or information floating around in the commu-
nity today. The government has a 10 percent prob-
lem, but it has the responsibility to the general
public, the largest customer.

These are the steps being taken today (figure 15).
The Department of Defense has had a long history
of being able to protect information, but mostly in
the area of communications security (COMSEC). It
is now investing a considerable amount of resources
in computer security (COMPUSEC), and the govem-
ment is also taking policy action in the form of a
National Security Decision Directive (NSDD 145).*

NSDD 145 did several things. First, it said, “Do
not just consider security of computers or security of
communications — combine the two.” Prior to that

*Mational Security Decision Directive 145, National Policy on Telecommu-
nications and Automated Information Systems Security, September 17,
1984,
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PROLIFERATION OF PCs 2%

* DIFFICULTY OF DETECTION 2%
* LACK OF ADEQUATE SECURITY MEASURES 20%
¢ LACK OF PUBLIC/MANAGERIAL AWARENESS 14%
* |NCREASING RELIANCE ON COMPUTERS 1%

SOURCE: REPORT ON COMPUTER CRIME - TASK FORCE ON COMPUTER CRIME,
SECTION OF CRIMINAL JUSTICE, AMERICAN BAR ASSOCIATION

Figure 11. Most Troublesome Current and Future Aspects of
Computer Crime

* PERSONAL FINANCIAL GAIN 6%
¢ INTELLECTUAL CHALLENGE 62%
¢ OTHER PERSONAL REASONS 35%
» ORGANIZATIONAL/CORPORATE FINANCIAL GAIN 5%
« DESIRE FOR PUBLICITY/RECOGNITION 15%
* ORGANIZATION PEER GROUP PRESSURE 11%
¢ EASE OF ACCESS/FINANCIAL GAIN, ESPIONAGE, [i
VANDALISM, ETC.

SOURCE: REPORT ON COMPUTER CRIME - TASK FORCE ON COMPUTER CRIME,
SECTION OF CRIMINAL JUSTICE, AMERICAN BAR ASSOCIATION

Figure 12. Motivation of Computer Crime Perpetrators
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THEFT OF ASSETS 87%

* DESTRUCTION OR ALTERATION OF DATA 79%
* EMBEZZLEMENT 73%
* DESTRUCTION OR ALTERATION OF COMPUTER SOFTWARE 68%
* DEFRAUD CONSUMERS, INVESTORS OR USERS 66%

SOURCE: REPORT ON COMPUTER CRIME - TASK FORCE ON COMPUTER CRIME,
SECTION OF CRIMINAL JUSTICE, AMERICAN BAR ASSOCIATION

Figure 13. Most Significant Types of Computer-Related Crimes

* PRIVATE INDUSTRY 3%
¢ INDIVIDUAL USERS 33%
* FEDERAL GOVERNMENT 10%
* STATE AND LOCAL GOVERNMENT 5%
* OTHERS 9%

SOURCE: REPORT ON COMPUTER CRIME - TASK FORCE ON COMPUTER CRIME,
SECTION OF CRIMINAL JUSTICE, AMERICAN BAR ASSOCIATION

Figure 14. Primary Responsibility for Controlling the Incidence
of Computer Crime
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LIMITED ACCESS TO COMPUTER PROGRAMS, LOGIC 85%

- o LIMITED ACCESS TO COMPUTER OPERATIONS 1%
* FREQUENT CHANGES OF ACCESS CODES, PASSWORDS 72%
» LIMITED ACCESS YO INPUT OF DATA 1%
» LISTED IN OTHER CATEGORY 12%

- COMPREHENSIVE COMPUTER
SECURITY POLICIES/PROGRAMS

- EDP/AINTERNAL AUDITS

- SECURITY SOFTWARE

SOURCE: REPORT ON COMPUTER CRIME - TASK FORCE ON COMPUTER CRIME,
SECTION OF CRIMINAL JUSTICE, AMERICAN BAR ASSOCIATION

Figure 15. Steps Taken to Prevent/Deter Computer Crime
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time they were separate, and they were principally
national security related. The second thing the direc-
tive did was to broaden the range of people in gov-
crmment who would be involved, particularly on

the civil side. The Treasury Department became
involved, as well as the Department of Justice, and
also the Department of State.

NSDD 145 laid the ground rules, at least in a com-
mittee sense, for the participation of all the govern-
ment bodies involved. It put together a community
to work out the policies and the structures of what
they're going to do to protect information in terms of
both computers and communications access.

Oettinger: That was the Systems Security Steering
Group?

Conley: Yes. The Systems Security Steering Group
now includes civil government representation.

Something else happened in 1984, Back in 1963,
in the process of trying to establish cohesive commu-
nications for the government, there was an organiza-
tion created called the National Communications
System Organization (NCS) made up of these mem-
ber organizations (figure 16). The purpose was to be
able to restore critical communications for these
principal organizations in cases of major disasters,
especially in cases of war. In 1984, by Executive
Order,* this group was expanded to include the civil
side of government. In a particular kind of a crisis,
perhaps a major earthquake, you'd want to be able
to access the information at the Census Bureau, So
the NCS has now started to bring in the civil side of
govermnment. As Tony was pointing out, command
and control systems, with their attributes of security
and reconstitutability, are now going government-
wide, and the two decisions 1 just outlined are the
basic policy steps that are being taken.

In light of what I described before as some of the
pressures and trends that are upon us, you can begin
to see some of the problems the government is fac-
ing. As a short summary, combining the trends, secu-
rity is becoming more and more of a problem as the
amount of automation and data being shared is grow-
ing both inside and outside government; the reason
for that growth is obviously commercial or monetary
benefit. We need to develop a comprehensive system
security program for the entire govemment. More-
over, one would like to have, govermment-wide,

“Executive Qrder 12472, 49 FR 13471, Assignment of Nationai Security
and Emergency Preparedness (NS/EP) Telecommunications Functions,”
April 3, 1984,
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some reasonably agreed-upon definitions of categories
of information that should be secured.

For the most part, these guidelines and definitions
don’t exist today. For example, it is not clear whether
anyone knows what constitutes the government com-
munications system when you take the government
as a whole; it’s a mixture of public and private net-
works. To say what it is, and therefore to say how
the information is being passed around the Continen-
tal United States among government organizations,
1s not a simple task. As a matter of fact, it’s quite
difficult.

When it comes to determining the categories of
information that need to be protected, there’s a lot
of guidance given, but the legislation on protecting
information is in a state of flux. Various Office of
Management and Budget (OMB) circulars have crite-
ria on what information needs to be protected. There
i$ also the Freedom of Information Act, which says
you must have access to all your information. Given
these various guidelines, one of the first things that
each department must struggle with is the very ques-
tion of which categories of its own information it
will protect. It is the responsibility of the department
head to make that decision. Basic agreement is start-
ing to converge on definitions of what information
should be protected. The breakdown is in three
categories.

The first category is that of national security, The
classic categories for national security information
are confidential, secret, and top secret. Those really
are variations on a scale of the degree of impact on
national security. If information has grave national
security impact, that’s top secret. If it has just some
impact on national security, it is classified as confi-
dential. So one category of information for the gov-
ernment as a whole is that related to national security.
If information involves the national security, you
must protect it in accordance with its impact.

The second category of information electronically
available to us today exists in the public domain. It’s
information that should be readily available to the
public. The Patent Office, for example, is going into
a system in which they retrieve patents electronically.
There’s no reason why I shouldn’t be able to do a
patent search from the West Coast as well as from
Washington, D.C. There are a number of documents
that are going to be electronically available as op-
posed to being circulated in the normal book form.

If information is in the national security realm,
you and the government must protect it. If it’s in the

»



sopuaby Joquap SON 91 danbi4

30IAH3S TWLSOd SN

W31SAS 3AH3S3Y TvH3034

NOISSININOO SNOILYOINNWWOD Tvd3aad

NOILYHLSININQY NOLLYIWHOINI SNOILYDINNWINODIT3L TYNOLIVN
ADNIOV ALIHNIIS TYNOILVN

44Y1S 40 S43IHD LNIOr 3HL 40 301440

NOLLYHLSININGY SNYHIL3A

FHNLINJYWDY 40 LNINLUVYEAd

301LSNF 40 INIWLHY3Q

AHNSY3YL 3HL 40 LNIW.1dvdad

(¥861) SIIONTOVY MIN

AONZOY LNZWIDVNVIN AONIOUIW3 TvHId3d
NOLLYHLSININGY 3DVdS ONV SOILNVYNOH3V TYNOLLYN
NOLLVHLSININGY SOIAHIS TYHINZD

AJNIDY JONIOITIILNI TVHLNID

ADHINZ A0 INTWLHYA3Q

NOILYLHOJSNVHL 40 LNIW1HVd3aa

FOHIWNOD 4O LNINLHVL3D

HOIYALNI FHL 40 ININ.LHVE0

JSN3430 40 AHVL3HO3S 3H1 40 301440

31Y1S 40 ININIHY4Ia

{£961) SIIONIOV TYNIDIHO

51



public domain, you must allow the public to gain
access to it electronically. Public information, how-
ever, must be protected from unauthorized manip-
ulation. That is, if a government entity is going to
provide information to the general public and it is in
the public domain, they must have access to it, but
that governmental entity must ensure that the infor-
mation is not manipulated. We should be able to
provide that information and protect its accuracy.

The third category is called “sensitive.” It consists
of information that has to be protected either because
there is a law that says so, or because there is some
rule or regulation stating that it would be an infringe-
ment of someone’s personal privacy if that informa-
tion were to be given out to other parties. How to
protect the information is another question.

Student: Could you pinpoint an example of sensitive
information?

Conley: Your income tax form is sensitive, but the
responsibility for its protection lies within the Internal
Revenue Service itself.

Oettinger: Advance information on the discount rate
being set by the Federal Reserve Board is not pro-
tected under any national security classifications, but
it s sensitive in the sense that an advance leak of
that information would provide an enormous opportu-
nity for messing around with the financial system.

Conley: I'll give you another example of sensitive
information. In the case of the military. they have a
lot of communications security equipment. It's prob-
ably too expensive for the civil side of government
to work with. But, among the people who are now
doing the drug enforcement operations in Florida,
there are cases where these law enforcement people
need to secure their communications coordinating
operations.

Now, going to Congress and saying [ want money
to secure those radio communications is not an argu-
ment for protecting national security. It's for possible
protection of the enforcement officer’s life.

There was another case of sensitive information,
where a TV news broadcaster with the camera on
said, “We are here because the President is going to
be coming out this door in a few minutes. We have
that upon good authority because our personnel staft
have been monitoring the presidential communica-
tions and this is where he is going to come out.” He
stood there thinking for a while, and then he said,
“On the other hand, if he is monitoring our staff’s
communications he is probably going to come out

another door because he already knows we're at
this door.™

Authentication is an important area of security —
n other words. you want to know that I'm really
the person who sent or originated a message. Can
the process constitute a legal electronic signature?
The laws we are using right now were written in the
absence of electronic signatures. We are not at liberty
to say that electronic authentication constitutes a
legal signature. However, from a cryptographic
standpoint, if I am the only one who has a key for
the code and I’ve put the encrypted word in my mes-
sage and then you decrypt it, that coded word per-
forms the same function as a legal signature. That’s
an example of using cryptographic techniques that I
would say arc needed in the government.

The IRS wants to start collecting your tax forms
electronically. They are now sponsoring that on the
commercial side. with major companies. You can
send in a floppy disk. The question is, how does the
IRS certify that the floppy disk came from you and
that you are then liable for what you have submitted
as a filing? There are a number of cryptographic
questions that are going to have to be addressed
government-wide, so that information is protected
and certified. The problems will continue to grow.
We should see, over the next decade, a lot of secu-
tity techniques being introduced into government for
protection of sensitive information and validation of
users.

I'd like to talk a little bit more about the value of
information. The value of information will be what
determines whether or not one should protect the
information. In the case of electronic funds transfer,
the value of information is casily understood. It is
the value of the transter. The banks today recognize
that. and they are going to impose some form of
authentication on their electronic funds transfer. But
they have a unique kind of a situation. They have
customers whom they must satisfy. They look at
what it costs them today to carry out what would be
a reasonably secure type of disbursement of funds,
and may make a judgment that it is not worth secur-
ing any further.

The logic goes something like this: You have auto-
matic teller machines where you put your card in
and get money out. You have a password, but it's
really easily broken. Banks look at the population
banking with them, and they say, “Okay, roughly 10
percent would cheat if given the chance.” Of that 10
percent there are probably 5 percent who will attempt



to steal. To account for that 5 percent of the popula-
tion the banks limit the maximum per day that can
be taken by machine, say $200, and cap their losses.
Consequently, the operating revenues estimated for
doing business electronically include the predicted
loss. In other words, they build in the cost of operat-
ing to pay for the loss by fraud.

Anytime this sitvation is reviewed, security costs
will have to be cheaper than the projected loss with-
out the security measures. Before anybody starts
securing things in the banking system, it’s got to be
balanced with the protection provided.

In cases concerning national security, the informa-
tion 1s priceless; that’s why a lot of money is spent
to protect it. When you get into a nebulous category
of what price the IRS should pay to protect your
records, that’s a different story. What cost is going
to be associated with the protection and whom are
you protecting it from? What is the magnitude of
protection? Should it be protected in such a way that
nobody could ever break into your IRS record for
seven years? Again, it’s going to come down to the
two factors of cost and magnitude of protection: how
much to spend and for how much protection. There
are a lot of complex legal, technical, and economic
issues that we face as we grow in the information
society.

Student: I'd like to go back to your example of
banks calculating their need for security based on
how much is likely to be stolen. Do banks realisti-
cally also calculate a value for reputation or their
image as a secure place to leave your money?

Conley: Image is obviously important. It’s kind of an
easy thing for a bank to provide a bank vault. They
will spend money to buy a bank vault, because when
you walk into the bank you see it. It makes vou feel
comfortable. But because individuals do not see elec-
tronic funds transfers, they do not have the same
commercial return. It’s also one of the reasons why,
the law being what it is, the electronic criminal gets
away with a lot more. If I were to do an electronic
transfer of funds, let’s say from one bank to my own
bank, and the bank knew that I had done it, and they
wanted to prosecute, they would have to take me to
court and admit that their system is vulnerable; and
not only that, but they would have to explain just
how vulnerable and how I did it. If they did that, (1)
they would lose an image, so they wouldn’t prose-
cute, and (2) they would also be giving other people
ideas on how to rob their bank. So they're finding
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themselves in an awkward situation, and when the
armount of money gets large enough they will really
be in trouble.

Student: It's very surprising that all these security
measures are not incorporated into electronic funds
transfer as much as we would like. One would imag-
ine that banks, being in the forefront of providing
security for money deposits, would be extremely
careful and sensitive to these requirements. [ would
have expected far greater advances and developments
by banks than, say, by the government.

Oettinger: Do you believe that your signature is
verified every time you write a check? I think you've
missed the point of what Bob said. The image situa-
tion is one situation; that’s one factor. But another
factor is the amount of money. As he pointed out
earlier, for some things it is better to take the risk
because it’s too damn expensive to protect. It’s just
clerically much too expensive. The risks are not that
great and so they take a loss. You are of the notion
that somehow security is black and white — either
you have it or you don’t. That’s a very bold assump-
tion to make. That’s the whole point. In order to
have a device that is worthwhile it’s got to be cheaper
than the amount that the banks are willing to lose.
The image thing is another factor; it may outweigh
that calculation. There are a number of factors. But
there’s no such thing as either an absolute desire for
security or an absolute achievement of security. I
think much of the discussion of this subject is
clouded by the assumption that somehow things

are black and white.

Conley: That’s exactly what I'm trying to say.

Student: The reason that [ brought up banks is that,
just as banks treasure their image, I think govem-
ments also treasure their image as custodians of pub-
lic money. It would be very difficult, even more
difficult, for the government to exercise this cold-
hearted, cost-benefit analysis where they’ll only go
so far to enforce security if it’s worth that much
more, because over and beyond the actual losses or
the expected loss there is this very intangible and
very important factor of image or responsibility for
public funds.

Oettinger: How many people a year are killed on
highways?

Student: [ think 50.000.



Oettinger: We are not willing to pay the price for air
bags or other things that might reduce that 50,000 to
25,000. We could make all automobiles padded
tanks. Yet, while on any dimension I think human
life is sacred, it doesn’t matter here because we want
to drive and we’re not willing to pay beyond a certain
point for making driving safe, and we’re not willing
to lock up everybody caught for drunk driving
because then 90 percent of the population would be
in jail. Again, it’s a matter of degree.

Conley: We're introducing into our very social sys-
tem certain things that will have to be, but that the
social system doesn’t necessarily want to accept or
pay for.

Authentication is an interesting term. It uses a
technique based on cryptography. Let's say I have a
message o send which will put a million dollars into
Tony’s account from my account. It goes from, to,
and it gives the amount. At the end of the message
there is something added that’s called a message
authentication code (MAC). When I prepare a trans-
fer, the system actually runs the message in the clear
into a device that takes all the characters in the mes-
sage, or those that are in a selected format, and gen-
erates this tag which is added to the clear message.
The clear message is sent plus the tag. The receiver
of the message takes the clear text and, using the
same code, generates the tag for comparison. If it’s
identical the receiver knows the message was not
tampered with and the correct code was used to pro-
duce the tag.

The banking industry has been working for seven
years on a standard for authentication. Unfortunately,
it has not received wide acceptance. There's no man-
ufacturer willing to put a million dollars into devel-
oping this device, because he doesn’t believe the
banks are really going to install it. Now the Treasury
Department has said it is going to do it. We're talk-
ing about a cheap solution, and one that has got to
be socially acceptable to the environment into which
it's being introduced.

Oettinger: We are just in the middle of this transition:
it’s very hard to see all the details. [ commend to

you a book called From Memory 1o Written Rec-
ords.* All the points that Bob just made are sort of
covered there over a 300-year span between 1066,
with William the Conqueror coming into England,

‘M.T. Clanchy, From Memary to Written Records in England: 1066-1307.
Cambridge. MA: Harvard University Press, 19679,
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and around 1300, with the transition from oral record
keeping to written record keeping. Authentication
circa the time of William the Conqueror involved
one Kind of technology: When you brought on the
evidence you brought in a knight who took an oath
to speak the truth and nothing but the truth, and if
you didn’t like his evidence you literally put his feet
in the fire and you got somewhat different evidence.
Those were the rules of authentication with oral
witnesses.

By the year 1300, most contracts were written,
and one of the ways of authenticating them was to
write them out twice on a picce of parchment — text
here, text there, with what was called an indenture,
a very elaborate cut in between, so each of the con-
tracting parties would have a piece of the record.
The authentication process was to put the two pieces
together. Simpleminded. But it took over 200 years
to get all of that technology developed, socially
accepted, enforced, standardized, etc., etc. And
among the complicating factors was that, in the tran-
sition from having all your records in somebody’s
head, transmitted by oral tradition, to writing them
down — much like going from paper and checks and
s0 on to electrical messages — the question arose,
what do you write down? Aside from a little fallibil-
ity in going from the oral to the written, there was
also the political question of whether the Anglo-
Saxons wanted to “fess up” to the French-speaking
Plantagenet types, who had come over from Nor-
mandy with William the Conqueror, all the details of
what they thought they had.

You get a picture there, in retrospect, of some
problems that translate very easily to some of our
dilemmas today.

Conley: We are certainly in the midst of a messy
transition, where we’re not moving evenly on all
fronts. The information I'm talking about, whether it
has value associated with money or whatever, is the
same information that is being passed under national
security guidelines, rules, and regulations. The pro-
cesses for protection are much better spelled out and
the penalties are much clearer in the Department of
Defense.

Student: What agency in the government is responsi-
ble for that better spelling out of the penalties and
the rules and whatnot?

Conley: Congress will develop the rules, but then
they'll be tested in the Justice Department to hone
them down.



Student: [s that being neglected, as your presentation
implied, or is it just that it’s so complicated that it's
going to take a long time, as described in Tonys
account?

Conley: They're holding hearings today on what is
secure and what is not, what protection needs to be
taken, etc. They are setting down some guidelines.

Qettinger: Who is “they”?

Conley: The Congress.

Student: Is it the Banking Committee?
Conley: Not at this time.

Oettinger: Well, you said rnight at the beginning, and
it’s something I agree with, that security is a system
praoblem, not a piecemeal problem. The systems
we're talking about know no boundaries. They
involve people, communications systems, computer
systems, agencies, and private sector groups; they’re
sort of messy things that cut around and across such
divisions as public/private, domestic/international,
military/civilian, government/private sector, etc.,

etc. Every one of the organizations that we're talking
about that might do something about the problem is
Just a piece of that larger complex, and has its own
interests and so on. It might be illuminating if you
would speak a little bit about the relationship between
the unitary, indivisible character of what you describe
as a system problem, and the necessarily fragmented
character of the people and institutions that are criss-
crossed by these systems.

Conley: It is accurate to say that there is no system
organization today that can orchestrate this in a uni-
fied fashion. I won’t go into the diversity of the
organizations, but OMB has the responsibility for
oversight when anybody buys computers or commu-
nications equipment, to make sure that they take
security into proper consideration. Of course, the
OMB people are not the security experts of this
nation. The National Security Agency has crypto-
graphic responsibility for the protection of this
nation. They are supporting the Department of
Defense, primarily. The National Bureau of Standards
is responsible for standards that interface with the
commercial world and for the current digital encryp-
tion standards. The Department of Commerce is
responsible for communications, coordination, and
interface. There are a number of organizations that
are responsible for various parts and pieces. One of
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the reasons why NSDD 145 was written was to
obtain some common ground of understanding.

Oettinger: Under a committee structure?

Conley: Under a committee structure. It is typical of
any problem that is multifaceted, such as this one,
that you will relegate it to a committee and then
ultimately, when it becomes reasonable and socially
acceptable, you will administer it through a more
responsible organization structure.

Student: What is the bureaucratic genesis of NSDD
145? What is it driving towards in the bureaucracy?

Conley: Recognition of the boundary crossings of
areas of security is a good step forward. Recogni-
tion today that a lot of our information systems are
being accessed freely by the Soviet Union and other
countries, information that we have labored hard
on. Recognition that we have to do something in
the overall system sense as opposed to doing it
separately.

One of the interesting things is that you have only
so much money with which to secure your system. I
would like to be able to find some way to divide that
out nobly; I would like to spend the same amount of
money protecting my communications as I do protect-
ing my computer, as I do clearing my people, as 1
do putting a lock on the door. Is there a balanced
approach to the security of the overall system? I
would like to be able at least to assess that problem.
You find that assessment very difficult because you
have to go to separate organizations for separate
solutions, and every one of them will err on the side
of making sure that they're secure, which says you
will have to pay the most for every one of them and
you won’t put it in proportion to the overall system
allocation. You just need a balance and an under-
standing of these things.

The expenditure problem is one part. And then
there’s the problem that Tony alluded to: Today dif-
ferent government agencies are using different com-
puter systems that are literally joined; although
normally operating independently of each other, they
are also sharing data, like payroll and personnel
records. Now, they have to budget separately for the
money to get fixes to that kind of system, and proba-
bly none of them is paying for the communications.
Somebody else has the budget for that. There are at
least three budget processes that are going to apply
to this process. There isn’t enough money even to




upgrade the computer complex, let alone to do some-
thing about making the system secure.

We’re dealing in the real world of a diversified
problem. One of the problems, the major problem,
is just plain education. People do not realize how
vulnerable the systems that exist today really are.
Those who are not cast in the normal Department of
Defense mold are simply not aware.

Oettinger: The phenomenon is not unique to this
area. If you think of the number of people who have
died or come close to dying in high-rise office build-
ings, you realize that the toxicity of smoke generated
by modern plastic materials is not something that
burst on the consciousness immediately or was recog-
nized immediately in building codes. The recent
Prudential fire here in Boston is an example — no
sprinkler, not enough smoke alarms, etc., etc. —
and it’s a miracle that it turned out to be sort of a
benign one, but there have been earlier ones in New
York that were much more vicious. It takes a period

of time for the insurance companies to require greater

protection before issuing or writing a policy. Yet, as
you can see with the doctors and the malpractice
suits, there comes a point again where we lose the
balance between the goal and the cost of achieving
it. It's hard to get obstetric care in Massachusetts
right now because the doctors are striking and
screamung, and if you want to have prenatal care
you have to go to a midwife because the cost of
malpractice insurance has gone up so high.

What you're witnessing in the data area is a per-
vasive phenomenon as to how much money you're
willing to pay for protecting something against a
stochastic risk, and you may not want to shell out a
lot of money when you're not the one who's buming
in the high-rise building.

Student: Don’t you pay a penalty in speed, accessi-
bility, and flexibility with any kind of computer secl-
rity system? If you put a good one in at the bark,
aren’t the customers going to take longer to get their
things done and have more difficulty doing it?

Conley: There are those who will say that you can
put in a security standard that doesn’t impair the
operation. Just the idea of PIN numbers, or personal
identification numbers, is an imposition if they have
to be changed every week. That is not done. They
are not changed every week simply because it is too
much of a burden for the people who are operating
day in and day out. Yet it would be more effective
to do so. You do place a burden directly on the

individual customer in the sense that you are requir-
ing him to do something in order to make the transac-
tion. You want to minimize that burden, and yet put
in place a sufficient safeguard that he feels secure
and also you feel secure that he won’t steal all your
money. It doesn’t slow it down electronically, but it
may impose some restriction on the individual that
may not be acceptable.

Student: | don’t think the stock market would be
where it is today in terms of volume levels if it
weren't for the ability to move these things around
with computers. You just couldn’t do it. If you
imposed a more stringent security requirement, if
you said somebody has to look at this stuff, at some
stage you could say that makes sense if, for example,
someone has sold half of IBM’s outstanding shares
and he couldn’t possibly have had them.

Student: But that’s a much smaller universe of play-
ers, recognized brokers, etc.

Conley: I do recall one case where the data was in
fact manipulated; I believe there was a firm that was
responsible for publishing the information. Someone
in the firm was using the data before it was released
to the public.

Student: You can reach a certain state, though, where
you get so much information that it becomes nearly
impossible for human beings to get at it on a real-
time basis to find out if something has gone wrong
until buildings burn down.

Conley: What you can do at best in those areas is to
ensure that the parties who are exchanging the data
are authorized to do so. Then you’ll have somebody
to shoot if there’s a problem. Where we really run
tnto a problem is in the area where we don’t know
who handied or who manipulated the data; in effect,
we’ve allowed unauthorized access by anybody.
That is the problem that you want to avoid, where
there is no traceability, no audit trail.

Oettinger: I think that opens up another important
dimension that ought to be made explicit. You men-
tioned earlier, in addressing a question on sensitivity,
the possibility of someone breaking into the IRS
data. This matter of authentication, of finding out
who has access to information, or who uses it, is
important, because one of the trade-offs is whether
to bother protecting or encrypting — and for expen-
sive data, you do — or to leave it alone. With certain
kinds of sensitive information, let’s say sensitive



personnel records, if you don’t collect the informa-
tion in the first place then there’s no need to protect
it. That’s always an option; it’s very cheap to protect
information that isn’t there. That should be kept in
mind, so before you get fanatical about protecting
something you should ask, “Why do I have it”"?

In the middle ground, there is this question of use,
and I stress that one because it has great importance,
both historically and currently, from a legal point of
view. The statutes for telegraphy, as distinct from
the statutes for telephony, had historically very few
restrictions. Because the telegraphers were inherent
in the way telegraphy grew up, telegraphy statutes
never said anything against interception. How else
could you run a telegraph company without people
reading the messages? The penalties in telegraphy
are all against illegal use, divulgence, etc., etc., and
not against intercepting. Otherwise, you couldn’t run
the telegraph company.

With the telephone system, the early statutes were
the same way, partly because they grew out of the
telegraph statutes and partly because you couldn’t
run a telephone company without an operator. You
knew damn well you couldn’t have a telephone con-
versation without the operator overhearing. It’s only
as you got automatic telephones, when it became
feasible to run the system without overhearing, that
the notion of wiretap and interception began to be a
reasonable thing. But interception of radio waves
and interception of telegraphy were not places to
protect, because you couldn’t. At the same time, in
all of these things, there could be penalties for mis-
use; but the one sure way that you can enforce penal-
ties for misuse of information is if you know who
the hell is using it.

So this whole matter of protecting access opens
up, among other things, capabilities for introducing
a regime of penalties for misuse rather than total
protection as through encryption. These notions
become very important not only legally, but also
technologically, operationally, and economically, and
they become a very complicated blend. If you cannot
run a telegraph company without telegraphers, it is
absurd to write laws that prevent interception. Yes,
you might have thought in 1850 or 1870 to encrypt
all telegraphy, but you couldn’t run a telegraph com-
pany using that period’s technology for encrypting it;
you would have slowed it down to worse than letter
mail, and so forth.

If you put all of these things in our contemporary
context, you get a sense of the complexity of the
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problem that Bob is describing and of the shadings
of possible approaches to it. You can trade one tool
off against another. If you have total control of
access, then penalties against misuse become much
more thinkable; but if you don’t know who’s using
the system, then protecting it may require something
like total encryption, which is expensive.

Conley: Also, we have grown up in two worlds, the
communications world and the computer world. I
don’t know if you noticed that on the chart where I
was talking about computer crime (figure 15), not
one of the recommendations in there was to protect
the communications. And yet, they’re talking about
a computer system, which includes communications
outside of the protected computer complex. In the
technical community, those two areas are treated
separately. The people in the computer world are
developing communications solutions that have been
in existence for 20 years. They're starting to develop
them now, there are great findings, the writings are
coming out — it’s fascinating to watch. It’s a social
problem that we have; the government, because of
this growth of the electronic information base, is
taking on a broader responsibility, but it’s not clear
how far the government can or should go.

As you saw up on the chart (figure 14), industry
has a large number of computers. They have a lot
of data on their own people. The telephone systems
that they're installing in industry now can keep track
of whom you called and when. What are they going
to do with that information? They have it. If you're
calling your bookie every day and your employer is
watching that data, is that an invasion of your pri-
vacy? We don’t quite understand all of the ramifica-
tions of the information in private communications
networks and computer networks. I can go on, and
on, and on.

Student: Going back to banks and the stock market,
and the question of knowing whom to shoot, do you
have any ballpark figure of how much of the banks’
transactions are internal, bank-to-bank transactions,
and how much are outside people like me going into
banks and depositing money into an account or trans-
ferring it?
Conley: In the sense of money exchanged, it’s proba-
bly the same, except that there’s just a lot more peo-
ple like you walking into the banks.

It’s not clear what a bank is anymore; I'd like to
point that out to you. Sears, for example, will proba-
bly be the next biggest bank or stockbroker firm: it’s



hard to tell at this point. But it looks as if Sears is
migrating to become a Merrill Lynch, because you
can walk into your Sears store and buy stock. There’s
no reason why Sears should not become a bank; if a
customer banked there as well as doing all the other
things, they could give him a debit card instead of a
credit card so that as he goes into his account, his
transactions immediately come off. We’re reaching
the point where a bank is no longer brick and mortar.

These institutions are changing. Mermill Lynch
went into teal estate, not necessarily because they
liked real estate, but because a number of major
chain stores, with all their existing outlets, are
becoming better banks and stockbrokers. There isn’t
that much money in dealing with the general public,
so they’ll let that business migrate to someplace else.
But they see the major corporations and the major
transfers as a different kind of ballgame. They 1l still
handle the institutional changes to take care of those
accounts. You've got to be careful when you talk
about banks nowadays, in terms of what they really
are and what they do.

Student: In an intemal system, you could be reason-
ably sure of whom you were talking to because of
the limited means for communications, as opposed
to anybody going up to a machine and sticking in a
card that he might have just picked up somewhere. I
assume that banks don’t run their internal business
by inserting cards in machines.

Conley: What you’re saying is, the gatekeepers and
those on the intemal side are the ones who probably
are going to violate the system, regardless of how
secure it is. That has been the case in the past, and
that’s probably true, but the ease with which they
can violate it is not going to be as great as it used to
be. During a normal funds transfer, a bank employee
may walk in and look at the code for the day and the
customer associated with that code, then walk out
and make a phone call and transfer money. When
you're dealing at very high levels, you’re normally
dealing on a personal basis. But if I can imitate your
voice, I can transfer money as well.

Oettinger: The old systems weren’t models for
security,
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Student: No, but you never used to be able to steal
money from Tokyo.

Oettinger: If you were the wire transfer guy you
could.

Student: I mean with the speed and efficiency with
which you can do it now. You can do the same things
faster.

Conley: There’s an international network called
SWIFT, the Society for Worldwide Interbank Finan-
cial Telecommunications, that transfers funds elec-
tronically. It is encrypted, and it is getting a lot of
business. Let’s take encryption as an interesting
example of a solution to protecting some of these
transfers. First of all, cryptographic techniques are
not exportable to other countries. You don’t want to
give your cryptographic technique away, because
you want to use it to protect your information. It’s a
delicate area. There are some countries that will not
allow you to encrypt to protect anything that would
be leaving electronically. You have a lot of interna-
tional problems that the banking system has to wres-
tle with. But the only reason I brought in the banking
system is that it is a good example of where you can
establish the value of both information and security,
whether by bank calculation or by government fiat.

Oettinger: I’'m delighted with what you have done.
Although some of our attention in this course on C'I
tends to be focused on the substance of command
and control structures and what is being done for
those purposes, evaluating the role and relative value
of information is just as important to one’s ability to
make sound strategic decisions. When you’re in the
game to outsmart the other guy, be it in a commercial
transaction or a military engagement, the question of
whether what you’re telling yourself or your friends
is known to whomever else you're dealing with
becomes a very critical element in decision making.
The relationship between security matters and com-
mand, control, communications, and intelligence
seems to me to be fairly self-evident and requires no
further bridging to be made.



